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1.[10] Use Stokes’s Theorem to evaluate
∮

C

~F · d~r where

~F = (xyz)î + (y) ĵ + (z)k̂ .

and C is the curve of intersection of z = xy and x2 + y2 = 4 oriented clockwise when
viewed from above.

Solution:

We will use Stokes theorem for this question:
∮

C

~F · d~r =

"
S
(∇ × ~F) · n̂ dS

Finding the curl of ~F:

∇ × ~F =

∣∣∣∣∣∣∣∣∣
î ĵ k̂
∂
∂x

∂
∂y

∂
∂z

xyz y z

∣∣∣∣∣∣∣∣∣ = (0 − 0)î − (0 − xy) ĵ + (0 − xz)k̂ = xy ĵ − xzk̂ .

We take as the surface S , z = xy where S xy is the inside of the circle x2 + y2 = 4;

n̂ is downward so using ∇(xy − z) we find n̂ =
1√

x2 + y2 + 1
(yî + x ĵ − k̂) and

dS =
√

x2 + y2 + 1 dA.

∮
C

~F · d~r =

"
S
(∇ × ~F) · n̂ dS

=

"
S
(xy ĵ − xzk̂) ·

1√
x2 + y2 + 1

(yî + x ĵ − k̂) ds

=

"
S xy

(x2y + xz)
1√

x2 + y2 + 1

√
x2 + y2 + 1 dA

=

"
S xy

x2y + x2y dA

= 2
∫ 2π

0

∫ 2

0
r4 cos2 θ sin θ dr dθ

= 2
∫ 2π

0

1
5

r5 cos2 θ sin θ
]2

0
dθ

=
64
5

∫ 2π

0
cos2 θ sin θ dθ

=
64
5

[
−

1
3

cos3 θ

]2π

0
= 0
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2. (a)[4] Find k (a constant) so that the functions f (x) = x2 + kx and g(x) = 20x are
orthogonal with respect to the weight function w(x) = x on the interval 0 ≤ x ≤ 1.

Solution: ∫ 1

0
w(x) f (x) g(x) dx =

∫ 1

0
(x) (x2 + kx) (20x) dx

=

[
20
5

x5 +
20
4

kx4
]1

0

= 4 + 5k

For orthogonal, we want 4 + 5k = 0 so k = −4
5

(b)[3] Draw the graph of the Fourier Sine series of the function f (x) =

2 − x 0 < x ≤ 1
3 1 < x ≤ 2

.

(Do not solve for any coefficients)

1 2 3

1

2

3

−1

−2

−3

−2−4−6 4 6 8

(c)[3] Find the singular points of (x2 − 9)y′′ + xy′ + y = 0. If a solution to this equation

is of the form y =

∞∑
n=0

cn (x − 1)n, what is the smallest the radius of convergence

will be? (Why?)

Solution:
Since P(x) = x2 − 9, Q(x) = x and R(x) = 1, the functions x

x2−9 and 1
x2−9 do

not have Taylor series expansions about c = ±3. So c = ±3 are the singular
points.
The smallest radius of convergence of the solution about the point 1 (which
is an ordinary point) would be 2, which is the distance to the nearest singular
point.
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3.[8] Find the Fourier Cosine Series expansion of f (x) = 3x on 0 ≤ x ≤ 2

Solution:
We have (since L = 2 )

f (x) =
a0

2
+

∞∑
n=1

an cos
nπ
2

x

Solving for a0:

a0 =
2
2

∫ 2

0
3x dx

=
3
2

x2
]2

0
= 6 .

Solving for an where n ≥ 1:

an =
2
2

∫ 2

0
3x cos

nπ
2

x dx

= 3
[

4
n2π2 cos

nπ
2

x +
2x
nπ

sin
nπ
2

x
]2

0

= 3
[

4
n2π2 cos nπ +

4
nπ

sin nπ −
4

n2π2 − 0
]

=
12

n2π2 ((−1)n − 1) .

So we have

f (x) = 3 +

∞∑
n=1

12
n2π2 ((−1)n − 1) cos

nπ
2

x .

(If we wish to eliminate the even terms, which are all zero, we get:

f (x) = 3 +

∞∑
n=1

−24
(2n − 1)2π2 cos

(2n − 1)π
2

x

 .
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4. (a)[6] Consider the differential equation:

(x2 + 2)y′′ − y = 0

A solution of the above differental equation can be represented by :

y =

∞∑
n=0

cn xn.

Find a recurrence relation for the cn and simplify it as much as possible.
Do not attempt to iterate this recurrence relation, do not solve for the cn or calcu-
late any solution for y(x).

Solution:

Since y =

∞∑
n=0

cn xn, we have y′ =

∞∑
n=0

ncn xn−1, and y′′ =

∞∑
n=0

n(n − 1)cn xn−2.

So

(x2 + 2)y′′ − y = (x2 + 2)
∞∑

n=0

n(n − 1)cn xn−2 −

∞∑
n=0

cn xn

=

∞∑
n=0

n(n − 1)cn xn +

∞∑
n=0

2n(n − 1)cn xn−2 −

∞∑
n=0

cn xn

=

∞∑
n=0

n(n − 1)cn xn +

∞∑
n=0

2(n + 2)(n + 1)cn+2 xn −

∞∑
n=0

cn xn

=

∞∑
n=0

(n(n − 1)cn + 2(n + 2)(n + 1)cn+2 − cn) xn

=

∞∑
n=0

((n2 − n − 1)cn + 2(n + 2)(n + 1)cn+2) xn

Since (x2 + 2)y′′ − y = 0 we have that (n2 − n− 1)cn + 2(n + 2)(n + 1)cn+2 = 0.

So cn+2 =
−(n2 − n − 1)cn

2(n + 2)(n + 1)
.
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(b)[6] When a solution of the differential equation:

(x2 + 1)y′′ − 6y = 0

is represented by : y =

∞∑
n=0

cn xn, its coefficients, cn, satisfy the recurrence rela-

tion: cn+2 = −
(n − 3)
(n + 1)

cn (Do not show this, you may assume the above recurrence

relation.)
Use the above recurrence relation to find two linearly independent solutions of the
above differential equation. Write any infinite series using sigma notation.

Solution: Since the recurrence relation is of order 2, we see that we will get our
independent solutions from c0 and c1.

Finding a few terms for c2n:

n = 0 c2 = −−3
1 c0 = 3c0

n = 2 c4 = −−1
3 c2 = c0

n = 4 c6 = −1
5c4 = −1

5c0

n = 6 c8 = −3
7c6 = (−1)2 3·1

7·5c0

n = 8 c10 = −5
9c8 = (−1)3 5·3·1

9·7·5c0

n = 10 c12 = − 7
11c10 = (−1)4 7·5·3·1

11·9·7·5c0

We now recognize a pattern which is (for at least n ≥ 4):

c2n = (−1)n (2n − 5)(2n − 7) · · · (−1)(−3)
(2n − 1)(2n − 3) · · · (5)(3)

c0 = (−1)n 3
(2n − 1)(2n − 3)

c0

So one solution is:

y0(x) = c0

1 + 3x2 + x4 −
1
5

x6 +

∞∑
n=4

(−1)n 3
(2n − 1)(2n − 3)

x2n


(This can be simplified to

y0(x) = c0

 ∞∑
n=0

(−1)n 3
(2n − 1)(2n − 3)

x2n


if you check the leading terms.)

For terms c2n−1:
n = 1 c3 = −−2

2 c1 = c1

n = 3 c5 = −0
4c3 = 0

n = 5 c7 = −2
6c5 = 0

The remaining odd terms will all be zero.

The other solution is

y1(x) = c1(x + x3) .
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5.[10] Solve the eigenvalue problem y′′ +λy = 0 with boundary conditions y′(0) = 0 and
y(2) = 0. You may assume for this question that λ > 0.

[Bonus:]
Show that eigenfunctions from distinct eigenvalues for the above problem are
orthogonal on 0 ≤ x ≤ 2 with respect to the weight function w(x) = 1.

Solution: Since λ > 0 we let λ = α2 where α > 0.

Hence y(x) = c1 cosαx + c2 sinαx.
and y′(x) = −αc1 sinαx + αc2 cosαx.

Considering y′(0) = 0, we get αc2 = 0 and since α , 0 we get c2 = 0.

Now our function is y(x) = c1 cosαx and we want c1 , 0, else our function
would be the zero function.
From y(2) = 0 we have c1 cos 2α = 0, since c1 , 0 we get that
cos 2α = 0 hence

2α =
(2n − 1)π

2
for n ≥ 1.

So α =
(2n − 1)π

4
.

Hence our eigenfunctions are λn =
(2n − 1)2π2

16
with associated eigenfunctions yn(x) = cos

(2n − 1)π
4

x.
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Some formulas from Vector Calculus:

Green’s Theorem: �
C

P dx + Q dy =

"
R

(
∂Q
∂x
−
∂P
∂y

)
dA

Divergence Theorem: 	
S

~F · n̂ dS =

$
V
∇ · ~F dV

Stokes’s Theorem: ∮
C

~F · d~r =

"
S
(∇ × ~F) · n̂ dS

The following are true for any interger n:

sin(nπ) = 0, cos(nπ) = (−1)n, sin
(
(2n + 1)π

2

)
= (−1)n, cos

(
(2n + 1)π

2

)
= 0.

Some trigonometric formulas:

sin(A ± B) = sin A cos B ± cos A sin B

cos(A ± B) = cos A cos B ∓ sin A sin B

sin A cos B =
1
2

(sin(A + B) + sin(A − B))

cos A cos B =
1
2

(cos(A + B) + cos(A − B))

sin A sin B =
1
2

(cos(A − B) − cos(A + B))

cos2 A =
1
2

+
1
2

cos 2A

sin2 A =
1
2
−

1
2

cos 2A
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(Full) Fourier Series:

Let f (x) be defined and piece-wise smooth on {x : 0 ≤ x ≤ 2L}. The (Full) Fourier
series of f (x) is given by :

f (x) =
a0

2
+

∞∑
n=1

(
an cos

nπx
L

+ bn sin
nπx
L

)

an =
1
L

∫ c+2L

c
f (x) cos

nπx
L

dx

bn =
1
L

∫ c+2L

c
f (x) sin

nπx
L

dx

Half-range expansions:

Let f (x) be defined and piece-wise smooth on {x : 0 ≤ x ≤ L}.

The Fourier Cosine series of f (x) is given by :

f (x) =
a0

2
+

∞∑
n=1

an cos
nπ
L

x

an =
2
L

∫ L

0
f (x) cos

nπ
L

x dx

The Fourier Sine series of f (x) is given by :

f (x) =

∞∑
n=1

bn sin
nπ
L

x

bn =
2
L

∫ L

0
f (x) sin

nπ
L

x dx

Some trigonometric integrals:

You may use any of the following formulas without further explanation:
(k is a non-zero constant)∫

cos kx dx =
1
k

sin kx
∫

sin kx dx = −
1
k

cos kx

∫
x cos kx dx =

1
k2 cos kx +

x
k

sin kx
∫

x sin kx dx =
1
k2 sin kx −

x
k

cos kx

∫
x2 cos kx dx =

x2

k
sin kx +

2x
k2 cos kx −

2
k3 sin kx

∫
x2 sin kx dx = −

x2

k
cos kx +

2x
k2 sin kx +

2
k3 cos kx


