Section 12.7

A brief on transformations

consider the transformation (another name for it: change of variable)

X =rcos O
y =rsin6
The determinant
Ix  9x
Jr 00
Jdy 9y
Jr 00

is called the Jacobian determinant of (x,y) with respect to (r,0) , and is denoted by gg’g;. Let us

calculate this determinant:

Jx dx .
&£ o2 cos® —rsinf
3; ‘33 = —rcos® 0 +rsin? @ = r(cos® § +sin* @) =r
T sin@ rcosf
.. x=x(u,v) . .
Definition . If is a transformation , then the determinant
y=y(uv)

is called the Jacobian determinant of the functions x and y in terms of the variables u and v. This
Jacobian is a function of the variables u and v see the next example).
X =u+3v2

Example . Find the Jacobian of the transformation

y=u?—uv

Solution .



5 oy 2u—v —u

= (—u)—(6v)(2u—v)

= —u—12uv+6v> (this is a function of u and v)

Note . Sometimes we are interested in a particular value of the Jacobian. See the next example:

Example . In the previous example, what is the value of the Jacobian 9] at the point where

d(u,v)
(u7V) - (17_1)'

Solution .
a(x’y) 2
=(—u—120v+6v7)|, . =17
(V) [uw)=(1,-1) ‘(U»V)—(h 1)
Fact . It is true that
d(u,v) 1
)~ %

Example . For the transformation
x=ul4uv+v
y= Vi Huv4v

d(u,v)
calculate Ixy)

at the point where (u,v) = (1,—1).

Solution . We are not able to calculate (u,v) in terms of (u,v) (the inverse transformation) therefore we



cannot calculate 1Y) directly. So we use the formula
I(xy)

d(u,v) 1
oxy) 5

By substitutingu=1and v=—1we getx=—1andy = —3.

oy | & 2| | 3P+v u+l
9(u,v) % % v 3vZ+u+1
2 2 1 1
200.) B PR (N N |
W) fwy=(-1 | =1 5 (y) 5
Definition . For a 3 x 3 transformation
x =x(u,v,w)
YZY(uvvvw)
z=1z(u,v,w)
the Jacobian (determinant) is defined by
Ix dx Ix
Jdu oJv Jdw
Iz | gy dy dy
d(u,v,w) Jdu oJdv Jdw
dz dz dz
du dv oJw
This quantity enjoys a similar identity as in the two dimensional case:
dxyz) 1
o(u,v,w)  9uvw)
d(x,y,2)

Note . In general if we have an n X n system of equations such as:

yi = fi(xi,, ...
Y2 = fZ(le 5 v
\ Yn = fﬂ(xla 5 vee

, Xn)

, Xn)



then its Jacobian (determinant) is defined by:

8())177

s Xn)

oY) _
8()61, g e

[
aXZ

(%)
8)(2

9y
dx,

ys
0xXp

the first row being the derivatives of y;



Implicit Differentiation

Suppose we have a system of m equations with m 4 n unknowns:

Fi(Xi, s Xn, Y1, -5 ¥m) = O
FZ(XI)"'axnayla"'vym) = 0

Fm(X]w'anayla"'vym) =0

We consider the n number of variables (the difference between m + n and m, i.e. the difference
between the number of unknowns and the number of equations) as independent variables. For
simplicity suppose that Xy, ..., X, are the independent variables, and so yy, ..., y are the dependent
variables. Then the first order partial derivatives of the dependent variables with respect to the

independent variables are calculated through:

a a(Fl :‘-me)
Yi (Y1, Xk, Ym) . . .

= e Xx 18 sat the i-th place in th numerator
an a(Fl 7--~7Fm) k p

(Y13 Yis ey Ym)

The denominator is the Jacobian with respect to the dependent variables.
Example . Consider the system

xy?+xzu+yv: = 3

Xyz+2xv—u?v? = 2

We must consider as many as 5 — 2 = 3 variables as independent ones. Let us consider the variables
(u,v) as the dependent variables and the variables (x,y,z) as the independent ones. Find 3—; at the point

with coordinates (x,y,z,u,v) = (1,1,1,1,1).

Solution . Set (the first step is the naming of the equations):



F(X»yaZ,UaV) = Xy2+XZU+yV2*3

G(X,y,z,u,v) = X3yz+2XV—u2V2 -2

Then, at the point with coordinates (1,1, 1,1, 1) we have:

Jd(F,G) Xz 2yv 1 2 A
d(u,v) —2uv? 2x —2ulv -2 0
d(F,G) Xz 2xy+v? 1 3 .
d(u,y) owv? X3z 2 1

J(F,G)
dv_ oy 7
dy  9EG 4

d(u,v)

Example . Consider 4 variables which are tangled together through:

u = Xz—i—xy—y2
v = 2xy+y?

(i) Consider x and y as functions of (u,v). Find % at the point with (x,y) = (2, —1).

(ii)) Now consider x and v as functions of y and u. Find % at the point with (x,y) = (2, —1).

Solution to part (i) . We write the equations in the form:

F(x,y,u,v) = x’+xy—-y*>—u
G(X7Y7Z7uvv> = 2Xy+y2—V
At the point with characteristics x =2 and y = —1 we have:



-1 x-2y -1 4
xS 0 2x+2y 0 2 21
du (39((};%) - 2x+y x—12 - 3 4 S 4T
2y  2x42y -2 2

Solution to part (ii) . Now we are considering (x,v) as dependent variables. So:

-1 0 -1 0
ox %((E:S)) 0 -1 0 -1 1 1
ou %((1;5})) x4y 0 N 30 =3 3
oy -1 2 1

Note . Consider an equation F(x,y) = 0 which actually describes a curve in the plane defined
implicitly (such as x3y?> — 2xy + 5 = 0). If y is considered as a function of x, then by applying the
implicit differentiation formula we learned for the general case, we will have:

dy (%)

*

Note . Consider an equation F(x,y,z) = 0. If z is considered as a function of (x,y), then by applying
the implicit differentiation formula we learned for the general case, we will have:

Jaz (%) az (%)

(@)

5 (@)

Example (section 12.7 exercise 1) . Consider y as a function of x in the equation x3y> — 2xy +5 = 0.

Find &.
X



Solution .

First Method . Put F(x,y) = x’y? — 2xy + 5

JF
dy _ (5>_ 3x%y* —2y
dx (ﬂ) - 2x3y—2x
dy

Second Method . Differentiate both sides of x?y? — 2xy + 5 = 0 with respect to x considering y as a

function of x (this is an elementary Calculus subject):
(0¥ 2+ I HYY | —2{ I {y} + {xHyY | =0
{BEHY + (32w} —2{(1Hy + (xHY'} =0

(3x%y* —2y) + (2x}y —2x)y' =0

;. 3y -2y

2x3y — 2x

Note . As you see, the first method is much simpler.

Example (section 12.7 exercise 5) . The variable z is defined implicitly as a function of x and y

through x*sinz — ye* = 2x. Find %.

Solution . First Method . Put F = x’sinz —ye? —2x =0

JF
Jz (W) _ 2xsinz—2  2-2xsinz
ox (%) ~ x2cosz—ye?r x2cosz—ye?
VA



2

Second Method . Differentiate the equation x~sinz — ye? = 2x with respect to x keeping in mind that

the derivative of y with respect to x is zero because in this question it is assumed that x and y are

independent and z is a function of them.
{02 fsinz} + {H(sinz) b~ { (e} + {yHer) = {2x)
{{2x}fsinz} + (*H{(cos )7’} | - {{OHe"} + {yHe 7} } =2
{{2x}{sinz} + [ H{(cos2)2'} } + {yHe' 7} } =2

2xsinz + (chosz—i-yeZ)z’ =2

, 2 —2xsinz
7 = —F/FV——""—"—
x2cosz+ye?

Example (section 12.7 exercise 17) . Find (%) if s = x> +y?, and x and y are functions of u and v

defined by

u=x"-y v=x"—y
Solution . We are assuming that
S = S(X7Y)
x = x(u,V)
y=y(uv)
9% | a9y %Y

ds\  dsdx dsdy
<8u>v_o7x8u+8y8u_(zx)8u+(2y)8u (%)

Now to calculate % and % we need to apply the implicit differentiation technique because x and y are

not given explicitly in terms of u and v:



F(x,y,u,v) =x>—y>—u
G(x,y,u,v) =x>—y—v

du dy
dG dIG
au ay 0 -l
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Now by putting these into (*) , one gets:

ds\ 1 2x _2x+2y  x+y
<8u>v = () <2X—4xy> +(2y) <2x—4xy) C2x—4xy  x—2xy v

10



