Proposal for New Course

AGRI 2xxx
Experimental Methods in Agricultural and Food Sciences
Lectures: 
TBD
Labs:

Afternoon 
14:30-17:30 (# TBD)
Instructor:
TBD
Teaching assistant (TA) needs: 50 hours per TA, 1 per lab section
Laboratory Room:  
Option 1: Book a computer room for the laboratories since Excel will be used during the sessions.

Option 2: Book in standard room and require students to bring their personal computers with Excel installed.  The latest version of Microsoft Excel (2016) can be downloaded by students logging into http://365.myumanitoba.ca using their university email, clicking on the gear icon in the top right corner, and then selecting Office 365
Prerequisite: None
Course overview
This course is intended to provide students with an introduction to experimental designs and statistical techniques, which are frequently used in applied agricultural and food science research. The course is designed with the assumption that students will have little or no prior knowledge of statistics. The first few lectures will therefore focus on the basic principles underlying simple statistical concepts. Background material will be provided in the course to give students a better understanding of some of the basic calculations associated with many tests used to compare treatment means in agricultural disciplines. Emphasis will also be placed on the description and justification of the most important calculations used in statistical analysis in agricultural and food science disciplines. Course content will be set within the context of practical problems from agronomy, agribusiness, plant, soil, animal, and food sciences to provide the students an opportunity to learn how statistical reasoning and testing can be applied to problems in their disciplines. The course will have theoretical as well as computational components. The theory part will be covered in three hours of lectures per week, while the computational part will be covered during a 3-hour laboratory session each week. Instruction will involve lectures with illustrations of methods and problems, class discussion, and supervised computer work. Material from references and additional problems will supplement the text.
Topics of relevance to agricultural and food science disciplines will be covered, including sampling techniques and experimental design; descriptive treatment of sample data; introduction to probability and distributions; estimation and hypothesis testing of means and proportions; the chi-square distribution; simple and multiple regression and correlation; one-factor and two-factor analysis of variance; non-parametric procedures; and use of Excel in statistical analysis.

This course is expected to meet the University Math (M) requirement and the definitions of an Agrology course as defined by The Manitoba Institute of Agrologists.
Expected outcomes
On completing this course, students should be able to
· implement the scientific method
· recognize the underlying principles of experimental design
· demonstrate the basic concepts of sampling

· apply critical thinking to quantitatively evaluate hypotheses

· design experiments to test scientific hypotheses 
· formulate and perform appropriate statistical tests to evaluate hypotheses

· construct reports based on statistical analysis

Students targeted

This course is intended to provide the needed experimental design and applied statistical background for students in the following programs: 
· B.Sc. Agriculture

· B.Sc. Agroecology
· B.Sc. Agribusiness

· B.Sc. Food Science
Students would typically take this in Fall or Winter Term of their second year.  
This course would be a co-requisite for AGEC 2370 (Principles of Ecology).

This course would be a pre-requisite for FOOD 4510/HNSC 4280 (Food Product Development) and ABIZ 3080 (Introduction to Econometrics.

Course requirements
Students are expected to attend lectures and take notes that will be useful for revision and for successful completion of assignments. In the laboratory sessions, examples and problems from many real-world agricultural and food science applications will be used to provide an in-depth knowledge of statistical techniques. Although collaboration in data analysis is encouraged in the laboratory assignments, students are expected to submit their own work.

There will be a 1-hour midterm exam and a 2-hour final exam.

Assessment
Course assessment will consist of laboratory reports, assignments, a midterm exam, and a final exam. Final grades will be assigned as follows:
	Lab assignments 
	50%

	Midterm exam
	20%

	Final exam
	30%

	Total
	100%


Exams: Format to be determined by instructor.
Lab assignments: Exercises will be assigned during each lab.  Each exercise will provide students the opportunity to solve assigned statistical problems using real data from relevant agricultural and food science studies.  Laboratory assignments will be due one week following the lab period. Note that there may be some variation in examples used among some laboratory sections to make them relevant to student programs of study.
Software

Students will use Excel in the laboratory sessions and for homework assignments. Excel is more accessible to students compared with traditional statistical software. Students are also more likely to use Excel continuously.
Required text

TBD by instructor.  Potential options:

· Clewer, A.G. and D.H. Scarisbrick. 2001. Practical Statistics and Experimental Design for Plant and Crop Science, John Wiley & Sons, New York, NY.
· Lawal, B. 2014. Applied Statistical Methods in Agriculture, Health and Life Sciences. Springer International Publishing, Switzerland. 

Course Content (tentative, based on typical Fall Term schedule)
	Week
	Lecture
	Lab

	Week 1 

(Short week, 2 lectures)
	Basic principles

· Critical thinking in quantitative sciences

· Types of studies 

· Experiment

· Observational study

· Sample survey

· Case studies

· Types of variables

· Dependent

· Independent 

· Types of data

· Qualitative (attribute, categorical, classification), Nominal, Ordinal, Quantitative (measurement)

· Discrete and continuous intervals
· Discrete and continuous Ratios
· Populations and samples

· Random sampling
	No lab scheduled

	Week 2
	Experimental design

· Checklist for planning experiments

· Principles of experimental design

· Experimental unit and treatment

· Experimental error

· Replication

· Blocking 

· Randomization
· Pseudoreplication
· Some standard experimental designs

· Completely randomized designs

· Randomized block designs

· Split-plot designs
	No lab scheduled

	Week 3
	Experimental design (Continued)

· Some standard experimental designs

· Completely randomized designs

· Randomized block designs
· Split-plot designs

· Data collection and organization
Describing, exploring, and comparing data

· Frequency distributions

· Histograms
· Quartiles and ranges

· Boxplots
· Stem and leaf plots
	Lab 1:  

Introduction to Excel

· Formulas

· Sorting and Filtering

· Basic visualization for various types of data (continuous, categorical)
· Pivot Tables
· Experimental design

__

This lab would use at least three datasets (Potential dataset types)
· Field trial of the effectiveness of an insecticide for controlling an insect pest (response = yield)
· Field trial of canola variety assessing resistance to Sclerotinia (scored on an ordinal scale)

· Field trial assessing the relationship between plant dry weight and leaf area

	Week 4
	Describing, exploring, and comparing data (Continued)
· Parameters and statistics 

· Measures of central tendency

· Mean

· Median

· Mode

· Geometric mean

· Measures of dispersion

· Range

· Interquartile range

· Variance

· Standard deviation

· Coefficient of variation

· Standard error of the mean

· Exploratory data analysis
	Lab 2:

Describing, exploring, and comparing data
· Mean, SD, SEM, CV
· Visualization of  categorical data

· Visual comparison of means using SEM

__

This lab would use at least two datasets
· Effect of plant seeding density on yield

· Effect of diet type on finished weight of beef cattle   

	Week 5 (Short week, 2 lectures)
	Probability and distributions

Probability, discrete and continuous populations

· Probability

· Discrete random variables

· Continuous random variables

· Population parameters

Some useful discrete and continuous distributions

· Binomial distribution

· Normal distribution

· Standard normal distribution

· Central limit theorem

· Determining normality

· Confidence intervals

· Symmetry and kurtosis

· Distribution of means

· Normal approximation to the binomial distribution

· Poisson distribution

· Student’s t-distribution
	No Lab (Short week)

	Week 6


	Probability and distributions (continued)
The chi-square (χ2) distribution

· Goodness-of-fit test

· Test of independence

· Contingency tables

Estimates and sample sizes

· Estimation of the population mean

· Distribution of sample means

· Estimating population variance

· Distribution of sample variances and standard deviations
	Lab 3:
Examining distributions and calculating confidence intervals
Contingency tables and Chi-square
__
This lab would use a variety of simple datasets to illustrate situations where the assumption of a normal distribution would be sound or unrealistic

And at least one dataset suitable for analysis using Chi-square

· E.g. acceptability survey of various preparations using a new food additive

· E.g. Distributional survey of grasshoppers in a forage field

	Week 7
	Hypothesis testing

· The standard normal distribution and the t-distribution

· The one-sample t-test

· Two-tailed hypotheses

· One-tailed hypotheses

· Confidence limits for the population mean

· The P-value

· Type I and Type II errors

· Level of significance

· The paired samples t-test
	Lab 4:
Hypothesis testing using T-tests
__

Potential datasets:

· Effect of seed variety on seed protein content 
· Effect of neonicotinoid seed treatment on canola yield

· Effect of diet supplement or antibiotic use on weight of broiler chickens

	Week 8
	Midterm

Two-sample hypotheses (comparison of two independent sample means)

· The independent samples t-test

· Confidence intervals

The F-test
	No Lab


	Week 9
	The completely randomized design

· Introduction

· Advantages

· Disadvantages

· Design construction

· Assignment of treatments

· One-way analysis of variance (ANOVA)

· Sources of variation (partitioning of the variance)

· ANOVA table

· Testing the null hypothesis

· The F-test

· The P-value

· The coefficient of variation

· Underlying assumptions

· Unequal replication
· Comparison of treatment means
	Lab 5:
One-way ANOVA
__

At this point, the lab would shift from using multiple small datasets, to one larger multifaceted dataset to support a more extensive lab-report style assignment where multiple related hypotheses are tested.  There may be an opportunity in labs 6 thru 9 for students to select one of a small number of datasets each week to ensure it is relevant to their area of interest
Potential datasets:

· Relationship between tillage strategy and weed seed densities
· Relationship between insecticide application timing and flea beetle injury

	Week 10
	The randomized complete block design

· Randomization

· Blocking

· Advantages

· Disadvantages

· ANOVA

· The randomized blocks model

· Residuals

· Partitioning the variance

· Comparison of treatment means

· Least significant difference

· Standard errors and confidence intervals
	Lab 6:
ANOVA – Randomized block model
__

Potential datasets:

· Relationship between planting depth and seedling emergence date in different soil types
· Relationship between Varroa acaricide treatment type and honey bee survival (blocked by overwintering method) 

	Week 11
	Term Break
	Term Break

	Week 12
	Factorial experiments

· Main effects and interactions

· Two-factor ANOVA

Partitioning the variance
	Lab 7:
Two-factor ANOVA
__

Potential datasets:

· Relationship between row spacing and seed variety on soybean yield (CRD)
· Relationship between soil type and cropping history on greenhouse gas emission from crop fields 
· Relationship between enclosure type and diet on weight gain in hog barns
· Food Science application

	Week 13
	Linear regression and correlation

· Experimental versus observational studies

· Difference between regression and correlation 

· Scatter plots

· The simple linear regression equation

· The regression coefficient

· Calculation of residuals 

· Assumptions of regression analysis

· Testing the significance of a regression

· Analysis of variance (ANOVA) testing

· t-testing

· Confidence intervals

· of the regression coefficient

· of the predicted response

· Prediction of new response observations

· Simple linear correlation

· The correlation coefficient

Hypotheses about the correlation coefficient
	Lab 8:
Linear regression and correlation
__

Potential datasets:

· Relationship between non-crop area and insect pest population (incl. both pest and non-pest species)
· Relationship between rainfall and pesticide residues in soil and/or water
· Relationship between crop value and pesticide use in the Canadian prairies
· Relationship between soil temperature and germination success

· Agricultural Economics applications


	Week 14
	· Split plot design

· Randomization and layout

· ANOVA

· Whole-plot analysis

· Subplot analysis

· Comparison of treatment means

The Latin square design

· Randomization

· ANOVA (The Latin square model)
Nonparametric statistics

· Sign test

· Wilcoxon signed rank test

· Mann-Whitney U test

· Kruskal-Wallis test
	No Lab
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