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Abstract— Power Hardware in the Loop (PHIL) 
simulations have been rapidly growing in recent times due 
to the flexibility it offers in conducting various system-
level studies as well as individual device evaluation. 
Evaluating a power converter have been one of the major 
applications of PHIL at recent times in the industry. 
Following this trend, this paper proposes a way to 
evaluate a PV micro inverter in PHIL arrangement. The 
mathematical background to quantify the stability criteria 
for a PHIL network is presented along with theoretical and 
experimental verifications. The methodology in this work 
is based on the model of interface devices and accurate 
delay model to analyze the stability of a PHIL system 
employing Routh-Hurwitz’s formulation. An extensive 
analysis on stability along with compensator design to 
enhance the stability limit of a PHIL system is presented. 
The work flow developed is applied to evaluate a 250 W PV 
micro inverter which showed a stable performance with 
more than 97% efficiency during steady state and 
transients.                  

 Index Terms— Nyquist Plot, Padé Approx., PHIL, PV 
Inverter, Real Time Simulations, Routh-Hurwitz Criteria  

I. INTRODUCTION 

he technology of Power Hardware in the Loop (PHIL) is 

gaining interest in recent years in industries as well as in 

academic research settings. The PHIL arrangement offers 

a variety of advantages in terms of flexibility, space 

requirement and time. This semi-physical simulation setup can 

emulate an actual-like environment to evaluate real power 

apparatuses. This type of testing platform provides a great 

degree of freedom while evaluating renewable-sourced Power 

Electronic (PE) converters. One of the applications is, testing a 

Photovoltaic (PV) inverter connected to the grid under 

changing environmental conditions and performing various 

other grid interaction studies [1], [2]. This is just one 

application and PHIL platforms have been widely adopted to 

evaluate systems with real energy sources and energy storage 

elements to study the interactions between them [3]. 

PHIL may be described as a system consisting of a real-

time software model, in a real time simulator like RTDS, 

interacting with a physical system through an interface device 

for exchange of power between them. The interface basically 
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consists of amplifier, Analog Input (AI) card, Analog Output 

(AO) card and sensor. This interface, therefore, naturally 

consists of an unavoidable delay from the fiber cables, I/O 

cards, sensors, conditioning circuits, filters and amplifiers. 

From the standpoint of system performance, the interface 

plays a significant role in a stable and accurate PHIL 

operation. Moreover, the stability problems of PHIL have 

been intriguing to many researchers and the challenge remains 

to completely demystify the stability issues.  

The stability problem of PHIL simulations is discussed 

extensively in literatures [4] and [5]. There have been many 

other studies that focus on accuracy and stability improvement 

of Hardware in the Loop (HIL) simulations [6]-[8]. However, 

PHIL being an emerging technology, research focused on 

generalizing the stability theory has been minimal and more 

investigation in this area is needed before the techniques with 

HIL can directly be employed. Similarly, the methods 

proposed by [4]-[6] for stability analysis and accuracy 

improvements in PHIL are mostly case specific and provide 

the basis for analysis for a particular interfacing method. 

Another important factor in PHIL implementation is choosing 

the proper Interface Algorithms (IA), as implementation with 

different IAs poses a unique challenge of stability and 

accuracy. The performance evaluation of various IAs is 

analyzed and well documented in [4], [7], [9]-[14]. Among 

these studies made for stability analysis, it is common to 

define the stability criteria in terms of the impedance ratio of 

the simulation and hardware [4]-[5], [12]-[13]. Therefore, an 

estimate of output impedance is required to carry out these 

stability studies. As the measurement of actual impedance of 

the system under study is not always accurately obtained, this 

will have a significant impact on stability studies. 

Additionally, it is essential that other parameters that impact 

the PHIL be analyzed in detail to understand the stability 

issues. As illustrated in [7], the open loop transfer function of 

the PHIL can be one of the ways to analyze the system to 

understand the measure of the stability and parametric effects 

on stability.  

This paper extends the existing studies in PHIL and 

develops a mathematical framework for quantifying the 

stability criteria. Further, a comprehensive analysis of the 

stability problem including verification of theory and 

mathematical analysis through experiments have been 

presented in extensive lengths. In addition, this work proposes 

a methodical approach to work with stable PHIL. The 

mathematical equations are developed considering a standard 

resistor divider network in PHIL arrangement and further 

extended to incorporate a grid connected PE inverter. The 
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challenges with PHIL implementation along with methods to 

stabilize the loop have been discussed in great details in this 

work. The current filtering technique has been made to its full 

utilization with the design of compensation block that 

eliminates any delays and inaccuracies associated with the 

filter. With the design of proper filter and compensation 

blocks, a stable working PHIL is demonstrated experimentally 

for a resistor divider network as well as for a grid connected 

PV inverter. 

II. SYSTEM MODELLING AND ANALYSIS 

A. Power Hardware in the Loop (PHIL) Architecture 

A general test setup of a PHIL arrangement with an Ideal 

Transformer Interface Algorithm (ITA) for a resistor divider 

circuit is shown in Fig. 1. ITA is a well-established method to 

perform PHIL studies due its simplicity in implementation [7], 

[14]. This has been clearly demonstrated in [4], [5], [7].    

 

  
Fig. 1.  Ideal Transformer Interface Algorithm. 

 

The ITA setup for a resistor divider consists of an 

impedance sourced through a voltage-source inside a 

simulation environment (SE) followed by an interface that 

connects it to the Device Under Test (DUT). The interface 

includes a Digital to Analog Converter (DAC) card, a linear 

amplifier, current sensor and Analog to Digital Converter 

(ADC) card. The voltage from SE is fed out by DAC card in 

signal level which is then amplified to corresponding power 

level voltage. The current from the hardware is sensed and 

fed-back into SE through ADC card.  

An additional resistor RC has been integrated with the 

controlled current source and the interface is modified 

accordingly, Fig. 1. This resistor is needed for the entirety of 

the interface modelling as the actual PHIL system includes 

this parallel resistor, and it is vital that is incorporated in the 

system model to understand its effect on system performance. 

This paper considers this current source resistor and 

accordingly presents the mathematical basis for analysis. The 

implementation diagram for a modified ITA used in this paper 

is shown in Fig. 1. There are other interface algorithms like 

Partial Circuit Duplication (PCD) and Damping Impedance 

Method (DIM) having higher stability margins for PHIL 

applications [9]. However, these algorithms are relatively 

complicated to implement. Literatures like [4], [7]-[14] have 

clearly demonstrated the flexibility of ITA, and therefore ITA 

is chosen in this work for forming the analysis and 

experiments. 

B. Interface Modelling 

Each interface devices for PHIL in ITA can be modelled 

with their respective transfer function and delays [1], [4]-[17]. 

Since the interface bridges the SE with the real system, delay 

within the digital computation and time for ADC and DAC is 

of utmost importance in determining system performance. 

Additionally, the amplifier and sensor response cannot be 

overlooked if the overall system stability is to be studied. 

Taking these considerations, the system in Fig. 1 can be 

represented in terms of control block consisting of transfer 

functions of each component. Fig. 2 shows the control block 

equivalent of system in Fig. 1 with important components and 

nodes labelled. 

 

  
Fig. 2. Control Block Diagram representing the Interface. 

 

The open loop transfer function of the system with resistor 

divider can be derived using the control block in Fig. 2 and is 

given by (1). 

 

𝐺𝑂𝐿(𝑠) =
Vo(𝑠)

𝑉𝑠(𝑠)
=

𝑅𝑠

𝑅𝐶
+ 𝐺(𝑠) ∙ 𝐻(𝑠) ∙

𝑅𝑠

𝑅ℎ
  (1) 

Where, Rs, RC and Rh are the software, current source and 

hardware resistances respectively and, G(s) and H(s) are the 

transfer functions of forward path and feedback path 

respectively. G(s) contains the transfer function for AO card 

and amplifier. Similarly, H(s) contains the transfer function 

for AI card and sensor delay. Expression for G(s) and H(s) is 

given by (2) and (3) respectively.  

 

𝐺(𝑠) = 𝐾1 ∙ 𝐾2 ∙
𝑒−𝑠(𝑇1+𝑇2)

1+𝑠𝑇𝑎
  (2) 

𝐻(𝑠) =
𝑒−𝑠(𝑇3+𝑇4)

1+𝑠𝑇𝑓
 (3) 

Where, K1 is the software gain, K2 is the amplifier gain, T1 

and T4 are the time-step delay, T2 is amplifier response time, 

T3 is the sensor delay, Ta is the cut-off of amplifier and Tf the 

anti-aliasing filter cut-off of AI card. 

The open loop transfer function of the system can be used to 

analyze the effect of current source resistance on the accuracy. 

It is also important to note that, delay exponentials in (2) and 

(3) are not always easy to deal using a standard bode-based 

frequency response approach. To overcome this problem, the 

subsequent section presents the approximation of delay using 

polynomial along with its accuracy quantified.           

C. Approximate Delay Model 

There are different graphical and mathematical tools to 

analyze delays. However, the challenge remains for 

representing the system with delays using transfer function by 

suitable rational function. Considering this, Taylor series and 

Padé approximation (PA) are widely accepted as the 

mathematical tool to approximate pure delays by their 

respective numerator and denominator polynomials. This 

allows the use of classical control techniques to analyze the 
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system. The approximation is moreover governed by the 

accuracy of the model. 

A comparison between Taylor and PA model for delays 

have been presented in [18]. Taylor approximations for delays 

has several disadvantages in terms of physical realizability, 

unstable zeros and unstable for higher order polynomials [18]. 

Conversely PA offers a considerable flexibility in terms of the 

degree of polynomials in numerator and denominator and are 

accurate if the order of numerator is less than that of 

denominator [18]. Further, an improved accuracy for Padé 

approximation is proposed in [19] when the order of 

numerator is one less than the denominator. To validate this, a 

comparison is made in this paper based on the measure of 

Integral Square Error (ISE) of PA for equal numerator and 

denominator order, and PA with one less order in numerator 

than denominator. A comparison of step responses of Third-

Order-Denominator-Third-Order-Numerator (TDTN) PA and 

Third-Order-Denominator-Second-Order-Numerator (TDSN) 

PA with its pure delay counterpart is shown in Fig. 3(a). 

Similarly, Fig. 3(b) presents the step response comparison of 

second order system with pure delay with TDTN PA and 

TDSN PA. In Fig. 3, a TDTN, TDSN and a pure delay system 

is denoted as Pade33, Pade23 and Pure respectively. In both the 

cases ISE for TDSN is lower than TDTN. This is due to the 

fact that TDTN system experiences a negative jump at the 

start, otherwise is fairly accurate. 

 

 
 (a)  (b) 

Fig. 3. Step Response of Padé Approx for (a) Pure delay & (b) Second order 

with Pure delay.    
 

Based on the observation from Fig. 3, delays can be 

modelled with PA having one less order in numerator than 

denominator. For the case of this paper, a TDSN PA 

represented by (4) is considered for the analysis, as there is 

relatively low improvement in the accuracy by going higher 

orders.  

𝑃𝐴23(𝑒
−𝑠𝑇𝑑) ≈

60−24∙𝑠𝑇𝑑+3∙(𝑠𝑇𝑑)
2

60+36∙𝑠𝑇𝑑+9∙(𝑠𝑇𝑑)
2+(𝑠𝑇𝑑)

3 (4) 

 

After approximating the exponential delay function by 

polynomials, the accuracy of interface with respect to current 

source resistance can be estimated using (1), (2), (3) and (4) 

for the system parameters presented in Table I. The parameter 

Td represents the lumped delay of the overall loop in Fig. 2. 
TABLE I 

INTERFACE PARAMETERS  

K1 K2 Td Ta Tf 

1/20 20 100µs 0.4 µs 15.75 µs 

 

For the purpose of accuracy evaluation, frequency response 

of (1) when 𝑅𝐶 → ∞ is compared with finite values of 𝑅𝐶. 

This is done to achieve an ideal like characteristic as setting 

value of 𝑅𝐶 much higher than 𝑅𝑠 would result in the term 

𝑅𝑠/𝑅𝐶 to be negligible and (1) would yield to an ideal current 

source model. Additionally, this approach allows to choose the 

value of 𝑅𝐶 based on 𝑅𝑠. To be able to compute the accuracy 

of this approach, ISE is used to quantify and judge the 

accuracy limit for varying values of 𝑅𝑠 dependent 𝑅𝐶.  

 

 
Fig. 4. Accuracy Evaluation of Interface with Current Source Resistor. 

 

The frequency response presented in Fig. 4 compares a plot 

of Gol(RC) when 𝑅𝐶 = 1000 ∙ 𝑅𝑠 with 𝑅𝐶 → ∞. The ISE of the 

frequency response of the plot for finite 𝑅𝐶 is recorded to 

check the accuracy until a frequency range of 100 kHz. For 

the purpose of this study, it is a reasonable frequency range to 

estimate the accuracy considering the fact that cut-off 

frequency of anti-aliasing filter in AI card is limited to 84.2 

kHz. The effect of current source resistor can basically be 

neglected for the choice of current source resistor, 𝑅𝐶 =
1000 ∙ 𝑅𝑠, for the frequency range of interest. To further show 

the variation in accuracy with changing 𝑅𝐶, ISE for various 

values of 𝑅𝐶 is recorded and presented in Table II. One 

important conclusion that can be drawn from Table II is, the 

value of 𝑅𝐶 lower than 100 times 𝑅𝑠 results in a very high 

error and therefore should be avoided while choosing values 

higher than 1000 times is merely the accuracy requirement of 

the user.  
     TABLE II 

ISE COMPARISONS FOR VARIOUS VALUES OF RC   

Value of RC 
Accuracy Index 

ISE (Magnitude) ISE (Phase) 

𝑅𝐶 = 𝑅𝑠 31.872 715.3529 

𝑅𝐶 = 10 ∙ 𝑅𝑠 4.1016 572.098 

𝑅𝐶 = 100 ∙ 𝑅𝑠 1.7087 34.8617 

𝑅𝐶 = 1000 ∙ 𝑅𝑠 0.0068 0.0262 

𝑅𝐶 = 1000 ∙ 𝑅𝑠 6.3599e-5 2.3862e-4 

III. DEVELOPMENT OF STABILITY EQUATIONS 

Rightly choosing the interface method for PHIL does not 

entirely guarantee the stability of the system. The interface 

consists of an unavoidable delay from the fiber cables, I/O 

cards, sensors, conditioning circuits, filters and the amplifiers.  

In detail investigation of this interface delay along with other 

parameters in the interface is therefore required if the stability 

of the system is to be understood. To study the stability of 

PHIL with resistor divider network, interface device models 

described in Section II-B and Section II-C serves a basis for 

further mathematical formulation. Considering the selection of 

ISE:0.6903

ISE:1.07

ISE:0.077432

ISE:0.064106

ISE:0.0068

ISE:0.0262

Gol

Gol(RC)

Gol
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current source resistor so as to have a minimal effect in 

accuracy within the frequency range of interest, (1) can be 

represented as; 

 

𝐺𝑂𝐿(𝑠) = 𝐺(𝑠) ∙ 𝐻(𝑠) ∙
𝑅𝑠

𝑅ℎ
 (5)      

  Once the open loop transfer function of the system in Fig. 

2 is known, stability can be easily studied by treating it as a 

standard control block. Equation (6) describing the 

characteristics equation can therefore be used to quantify the 

stability. 

 

1 + 𝐺𝑂𝐿(s) = 0 (6) 

(1 + 𝑠𝑇𝑎) ∙ (1 + 𝑠𝑇𝑓) + 𝐾1 ∙ 𝐾2 ∙ e
−sT𝑑 ∙

𝑅𝑠

𝑅ℎ
= 0 (7) 

Substituting (4) in (7) and considering parameters described 

in Table I, K1 and K2 would cancel out each other and the 

overall equation would resolve to a 5th order polynomial of the 

form (8). 

 

ℱ(𝑠) = 𝑎 ∙ 𝑠5 + 𝑏 ∙ 𝑠4 + 𝑐 ∙ 𝑠3 + 𝑑 ∙ 𝑠2 + 𝑒 ∙ 𝑠 + 𝑓 = 0 (8) 
 Where, 

𝑎 = 𝑇𝑎  ∙ 𝑇𝑑
3  ∙  𝑇𝑓  

𝑏 = (𝑇𝑎 + 𝑇𝑓) ∙ 𝑇𝑑
3 + 9 ∙ 𝑇𝑎 ∙ 𝑇𝑓 ∙ 𝑇𝑑

2  

𝑐 = (9 ∙ 𝑇𝑎 + 9 ∙ 𝑇𝑓 + 𝑇𝑑) ∙ 𝑇𝑑
2 + 36 ∙ 𝑇𝑎 ∙ 𝑇𝑑 ∙ 𝑇𝑓  

𝑑 = 36 ∙ (𝑇𝑎 + 𝑇𝑓) ∙ 𝑇𝑑 + 3 ∙ (3 +
𝑅𝑠

𝑅ℎ
) ∙ 𝑇𝑑

2 + 60 ∙ 𝑇𝑎 ∙ 𝑇𝑓  

𝑒 = 60 ∙ (𝑇𝑎 + 𝑇𝑓) + 12 ∙ (3 − 2 ∙
𝑅𝑠

𝑅ℎ
) ∙ 𝑇𝑑   

𝑓 = 60 ∙ (1 +
𝑅𝑠

ℎ
)  

 

With the polynomial characteristic’s equation, the stability 

analysis can be made using Routh-Hurwitz (R-H) criteria. This 

enables to quantify the stability issue in terms of interface 

devices, time delay and system under test. The R-H criteria 

suggests the system to be stable if there are no sign changes in 

the R-H table. Each sign change in R-H table corresponds to a 

right half plane pole signifying an unstable system. 

 

A. Necessary but Not Sufficient Condition  

From the characteristic equation described by (8), it is 

evident that system would be unstable if following two 

conditions are met; 

- If there is any missing term in the characteristics 

equation 

o Equation (8) shows all the coefficients finite, 

hence not unstable 

- If there is any sign change in the coefficients 

o All the coefficients are positive except for e, 

which might end up being negative with 

changing ratio of 𝑅𝑠/𝑅ℎ. This needs to be 

ensured positive before investigating stability.   

Therefore, necessary condition for stability is governed by 

the positive value of coefficient e which yields. 

  
𝑅𝑠

𝑅ℎ
<

60∙(𝑇𝑎+𝑇𝑓)+36∙𝑇𝑑

24∙𝑇𝑑
 (9) 

 

Equation (9) describes the necessary condition for stability 

in terms of amplifier bandwidth and interface delays but most 

importantly the boundary of instability for a chosen software-

hardware resistor. To have the quantitative measure of 

stability, R-H criteria serves the sufficient condition.    

 

B. Formulation of Stability Criteria  

If, in characteristics equation, there are no missing terms 

and all the coefficient have the same sign does not guarantee 

the stable system. For stability, R-H table is constructed, and 

any sign change in the first column is looked for. The first 

column of R-H table for (8) is tabulated in Table III. With the 

criteria from Table III, the stability of the system under test 

can be ensured beforehand. 
TABLE III 

STABILITY CRITERIA WITH ROUTH-HURWITZ 

For 
a>0 

𝑋 = 
𝑏𝑐 − 𝑎𝑑 > 0 

𝑌 = 
𝑏𝑒 − 𝑎𝑓 > 0 

𝑍 = 
(𝑑𝑋 − 𝑏𝑌)𝑌 − 𝑋2𝑓 > 0 

𝑓 

 

𝑏 = 𝑇𝑓 ∙ 𝑇𝑑
3

𝑐 = 𝑇𝑑
2 ∙ (9 ∙ 𝑇𝑓 + 𝑇𝑑)

𝑑 = 36 ∙ 𝑇𝑓 ∙ 𝑇𝑑 + 3 ∙ (3 +
𝑅𝑠

ℎ
) ∙ 𝑇𝑑

2

𝑒 = 60 ∙ 𝑇𝑓 + 12 ∙ (3 − 2 ∙
𝑅𝑠

𝑅ℎ
) ∙ 𝑇𝑑 }

 
 

 
 

 (10)  

Considering the system in Table I, for a linear amplifier, 𝑇𝑎 

is much smaller than 𝑇𝑓 and 𝑇𝑑, and therefore would have a 

minimal contribution in coefficient b,c,d and e. With this 

modification, the updated coefficients of (8) may be rewritten 

and expressed as in (10).  

The stability criteria in Table III can be analyzed with 

updated coefficients to observe the effect of time delay to 

determine the stable range of 𝑅𝑠/𝑅ℎ. But first, (9) can be 

revisited with above assumptions and can be revised as; 

 
𝑅𝑠

𝑅ℎ
<

5∙𝑇𝑓+3∙𝑇𝑑

2∙𝑇𝑑
 (11) 

The criteria stated in Table III along with updated 

coefficients form the mathematical basis to analyze the 

stability. By subsequently plugging (10) in criteria of Table 

III, stability equations can be simplified to analyze the effects 

of interface parameters in stability. With this, the following 

inequalities can be tested to find the stability boundary. 

 

Ineq.1: Cond.1: 𝑿 > 𝟎; 𝑿 = 𝒃𝒄 − 𝒂𝒅 

Cond. 1 →  
Td+9Tf

3Ta
−

3(Td+4Tf)

Td
>

Rs

Rh
 (12) 

Ineq.2: Cond.2: 𝒀 > 𝟎; 𝒀 = 𝒃𝒆 − 𝒂𝒇 

Cond. 2 →  
5Tf+3Td

2Td
  >

Rs

Rh
 (13) 

Ineq.3: Cond.3:𝒁 > 𝟎; 𝒁 = (𝒅𝑿 − 𝒃𝒀)𝒀 − 𝑿𝟐𝒇 

Cond. 3 →  𝐺𝑟𝑎𝑝ℎ𝑖𝑐𝑎𝑙 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛  

 

C. Investigating Stability  

The analytical equations governing the stability is a set of 

three multivariate inequalities given by Cond.1, Cond.2 and 

Cond.3. These multivariate inequalities would yield infinite 

number of solutions without imposing any constraints in the 

variables. Hence it becomes computationally cumbersome to 

determine the solution analytically. Rather a better approach 
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would be to compare each condition graphically to determine 

the operating boundary for a specified constraint in variables. 

The methodology of sequence follows as; first, an operating 

range of 𝑇𝑑 is chosen for a given 𝑇𝑓 , and with varying 𝑇𝑎 the 

Left-Hand Side (LHS) of the inequality (12) is determined and 

compared with the ratio 𝑅𝑠/𝑅ℎ  to confirm the criteria 

described by Cond.1. After identifying the operating region 

governed by Cond.1, LHS of inequality (13) is checked for 

Cond.2 in similar manner followed by which inequality in 

Cond.3 is also evaluated. To be able to properly understand 

the effect of each parameters describing stability criteria, each 

condition is individually represented in a graphical plane 

showing their operating boundary. 

 

 
Fig. 5. Graphical representation of Cond.1 for varying Td and Ta. 

 

The plot of Cond.1 is generated for a 𝑇𝑓 specified in Table I 

by varying 𝑇𝑑 and 𝑇𝑎. The 3-dimensional variation of LHS of 

inequality in (12) is shown in Fig. 5. This serves as a graphical 

tool to choose the ratio 𝑅𝑠/𝑅ℎ  such that it is always less than 

the value of Cond.1 (Z-axis) in Fig. 5 so as to satisfy the 

inequality (12). Basically, the plot in Fig. 5 sets a boundary 

above which the system would be unstable for a defined range 

of parameters. This sets a tone for going forward and 

evaluating remaining two conditions to be able to judge the 

stable operating region. 

 

 
Fig. 6. Area under the plot showing region satisfying Cond.2. 

 

The inequality in Cond.2 can be represented graphically in a 

manner similar to Cond.1 for a given 𝑇𝑓. This leads the LHS 

of inequality in (13) dependent only on the delay time 𝑇𝑑. A 

plot of the LHS of (13) for varying 𝑇𝑑 is shown in Fig. 6 for a 

𝑇𝑓 specified in Table I. The shaded region in the plot shows 

the region under which the ratio 𝑅𝑠/𝑅ℎmust remain in order to 

satisfy the stability inequality stated by Cond.2. With Cond.1 

and Cond.2 both satisfied to find the operating boundary of 

resistances ratio, it is further necessary to proceed with 

examining Cond.3 to completely show the stable operating 

boundary of the system under study.  
 

 
Fig. 7. Plot showing the plane of stable operating region for varying Td and 
resistance ratio. 

 

The inequality stated to check Cond.3, unlike other two 

conditions, is a high order polynomial; at least a square of 

sixth order on initial examination resulting due to the term 𝑋2. 

Further simplification to independently collect the ratio 𝑅𝑠/𝑅ℎ 

becomes intensive and instead the expression Z can be directly 

evaluated as it is, for the specified range of parameters and 

stability check can be made with respect to the positive value 

of Z. To evaluate the inequality relating Cond.3, a series of 

operating conditions for varying 𝑇𝑑 for a given 𝑇𝑎and 𝑇𝑓 is 

chosen. Consequently, for a chosen range of resistance ratio 

bounded by Cond.1 and Cond.2 the variation in Z value is 

studied. The plot of Z against varying 𝑇𝑑 and 𝑅𝑠/𝑅ℎ ratio is 

shown in Fig. 7 and the resultant plot is compared with Z=0 

plane to check for the inequality governing Cond.3. Once all 

three conditions for a given operating point is satisfied, the 

system under test should ensure stable operation. 

IV. VERIFICATION OF STABILITY  CRITERIA 

There are variety of tools widely employed to design a 

control system as well as to examine its stability. Among these 

tools, the graphical methods like Bode and Nyquist plot are 

preferred to evaluate the controller of a practical system as 

these methods can be directly applied to experimentally 

obtained frequency response of a practical hardware. 

Additionally, for a non-minimum phase system like the system 

consisting of delays and right half plane zeros, the usual 

controller design approach with bode using gain and phase 

margins becomes insufficient as these systems introduce extra 

phase lag for the same attenuation. However, Nyquist plot 

overcomes this shortcoming and comes in handy to 

completely evaluate the performance parameters of a non-

minimum phase system as well. Therefore, this paper uses 

Nyquist plot to make initial verification of the stability criteria 

derived in Section III. Further, additional experimental results 

to support this verification is presented considering a resistor 

divider network as well as a grid connected PV inverter.      
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A. A Resistor Divider Network 

A system of resistor divider network with two combinations  

of 𝑅𝑠 and 𝑅ℎ is chosen to verify the stability test. Nyquist plot 

is used to test stability graphically for 𝑅𝑠 > 𝑅ℎand 𝑅𝑠 = 𝑅ℎ, 

and is shown in Fig. 8. The plot is based on the open loop 

transfer function in (5) and the rest of parameters are chosen 

from Table I. The system with 𝑅𝑠 > 𝑅ℎ shows an unstable 

characteristic as compared with 𝑅𝑠 = 𝑅ℎ which shows a stable 

characteristic. With this method it is difficult to quantify the 

stability margins and therefore we settle for absolute stability 

for verifications.  

 

 
Fig. 8. Nyquist stability test for a system of resistor divider. 

 

To put the stability equations derived in Section III to test, 

similar parameters to that of Nyquist plot is required. Each 

condition is checked methodically in the graphs Fig. 5 through 

Fig. 7.With the parameter from Table I, Cond.1 lies in Section 

1 of the plot with corresponding value approximated to 200 

(196.6 being the actual value). From (12) it is obvious that the 

ratio 𝑅𝑠/𝑅ℎ must be lower than this value to ensure stability. 

However, Cond.2 overrides Cond.1 by setting 𝑅𝑠/𝑅ℎ < 1.894 

(obtained from Fig.6). Moreover, to completely guarantee 

stability, Cond.3 needs to be satisfied as well. From Fig. 7, for 

specified parameters, 𝑅𝑠/𝑅ℎ < 1.1 guarantees the stability. 

Similar observations are seen from Fig. 8 when 𝑅𝑠/𝑅ℎ = 1 

and 𝑅𝑠/𝑅ℎ = 2. 

 

B. A Grid Connected PV Inverter 

The stability investigation methodology developed in this 

paper is further used to evaluate the stability of a grid 

connected PV inverter in PHIL configuration. To be able to 

directly apply the criteria developed in Section III, the output 

impedance of a PV inverter needs to be estimated. For this, an 

impedance analyzer is configured which measures the 

response in inverter current as the grid voltage changes. With 

these two measurements of grid voltage and inverter current 

the output impedance of the inverter can be determined 

experimentally. 

The impedance characteristic of an inverter can be 

examined to determine the output impedance at the frequency 

of interest, in this case being the line frequency. The 

experimental result obtained from the impedance analyzer is 

presented in Fig. 9 which records the impedance of 124.4 Ω at 

60 Hz with a phase of 1.7 deg. Once the output impedance of 

the PV inverter is known, similar analysis to that for the 

resistor divider case can be made to predict the stable 

operating conditions for a micro inverter connected to the grid.  

 
Fig. 9 Experimental determination of output impedance of an inverter. 

V. EXPERIMENTAL EVALUATION WITH PHIL 

The major challenge while implementing the PHIL, be it a 

simple network with resistors or with interconnected switching 

regulators, is to make the loop stable. Therefore, it is 

important to understand the performance of a PHIL with a 

network of resistor divider first.  

A. PHIL with a Resistor Divider 

The PHIL implementation equivalent of a resistor divider 

network is shown in Fig. 10. Resistances 𝑅𝑠 and 𝑅ℎ form the 

voltage divider with the source voltage 𝑉𝑠 in the software 

environment. The power amplifier is required to reflect the 

voltage drop across the hardware resistor. The combination of 

current sensor (current feedback) and voltage amplifier 

completes the PHIL arrangement with ITA interface.  

The implementation of a resistor divider network with PHIL 

in RTDS requires a digital low pass filter to eliminate the 

noise associated with analog to digital conversion. However, 

this comes at an expense of additional lag to the already 

present time step lag into the fed current signal. At the same 

time, it is also evident that a low pass filter would increase the 

stability margin due to the presence of a left half plane pole. 

Therefore, to take full advantage of the integrated current 

filter, a compensator can be designed such that any lag 

associated with the filter can be compensated. Fig. 11 shows 

the bode plot of a low pass filter with crossover at 1kHz and 

the required characteristics of the compensator superimposed 

along with the response of their combinations.   

 
Fig. 10 PHIL Implementation with resistor divider network. 

 

From Fig. 11 the advantage of employing a compensator 

can be clearly understood. At low frequency the gain of the 

filter-compensator combination is low such that it helps 

eliminate any unwanted DC gain in the loop and at the same 

time it preserves the low pass nature at frequency above 1kHz. 

Another advantage of such compensator is, it can be designed 

to improve the phase lag due to low pass filter at a frequency 

of interest. With this knowledge the compensator and filter 

transfer functions can be expressed as; 
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 𝐺𝐿𝑃𝐹 =
1

1+𝑠∙𝑇𝑙𝑝𝑓
 (14) 

𝐺𝐶𝑜𝑚𝑝 =
𝑠∙𝑇𝑐𝑜𝑚𝑝

1+𝑠∙𝑇𝑐𝑜𝑚𝑝
 (15) 

 
Fig. 11 Compensator design to eliminate the delay due to filter. 

 

Employing the compensator and filter given by (14) and 

(15) in RTDS to the PHIL implementation for 𝑅𝑠 = 𝑅ℎ =
100Ω, a stable operation of resistor divider network is 

obtained as predicted by the stability criteria. The 

experimental result for stable operation of resistor divider 

network is shown in Fig. 12. The result presented in Fig. 12(a) 

is the measurement made at the physical hardware and Fig. 

12(b) shows the respective voltage and current measurements 

inside the software environment.  

 

 
(a) 

 
(b) 

Fig. 12 Resistor divider measurement (𝑅𝑠/𝑅ℎ=1) at (a) hardware (b) software. 

 

With only the filter present the current in Fig. 12(b) would 

have a small DC offset as well as a lagging phase with 

respective to the voltage. To prove the operation of the 

compensator as described in Fig. 11, an experiment is run and 

the measurements of voltage at interface as well as currents 

with and without the compensator are made. From the result 

presented in Fig. 13, it is clearly seen that the current without 

the compensator has a phase lag with respective to the voltage 

while the compensator employed current and voltage are in 

phase with an insignificant error. This error can be quantified 

using the reactive power measurements at both hardware and 

software end. This is because for a system with resistors, 

ideally, there should be zero reactive power exchange. Due to 

the phase shift between voltages and currents as a result of 

PHIL delays, a reactive power exchange may be seen which 

can be measured to estimate the errors. For a compensator 

employed system with 𝑅𝑠 = 𝑅ℎ = 100Ω , a Yokogawa power 

analyzer is used to measure the reactive power physically and 

also reactive power measurement is made at the software end. 

The combined hardware and software reactive power 

measurements directly correspond to the error in PHIL. The 

measurement showed a total error of 2.243% out of which 

hardware and software error is recorded at 0.214% and 

2.028% respectively. With this, it is valid to say that the errors 

will be much larger for system without the compensator.        
 

 
Fig. 13 Comparison showing with and without employing the compensator. 

 

Further to examine the stability margin, the ratio 𝑅𝑠/𝑅ℎis 

increased until the oscillation in the system is seen. This 

should be enough to give idea about the operation boundary. 

As analyzed in Section IV-A, the system should show unstable 

operation when the ratio 𝑅𝑠/𝑅ℎ increases beyond 1.1. Various 

experiments were performed by changing the software 

resistance. The system showed stable operation until 𝑅𝑠/𝑅ℎ <
1.48 which is higher than the theoretical prediction. This is 

expected due to the fact that theoretical analysis considers the 

stability margin for a system without additional pole from low 

pass filter. However, it still gives a fair estimate of the stability 

operation which can be employed during system specification 

before performing the PHIL evaluation. The experimental 

result showing the operation of a resistor divider network 

when resistances ratio changes from 1.45 to 1.49 is presented 

in Fig. 14. The oscillation recorded shows the system 

operating in a margin of instability and hence no further 

increment in source resistance was made.  
 

 
Fig. 14 Measurements for varying 𝑅𝑠/𝑅ℎ. 

 

B. PHIL with a Grid Connected PV Inverter 

Once the system of PHIL with resistor divider is analyzed 

and implemented, it can be directly extended to evaluate a grid 

connected PV inverter. The schematic for a grid connected PV 
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inverter under PHIL arrangement is shown in Fig. 15 with all 

measurement points marked. The measurements are made at 

the hardware as well as at the software runtime environment 

simultaneously.  

In Fig. 15, an ITA arrangement is formed through the 

combination of current sensor and voltage amplifier. The 

amplifier emulates the grid inside RTDS. A load is connected 

between the emulated grid and inverter to have a circulating 

power as well as to protect the amplifier against any potential 

large current flowing into it. Besides, it is also a common 

practice to connect a load in between the grid and PV inverter 

for cases where a distributed generation unintentional 

islanding operation is to be evaluated [20]. A PV simulator is 

configured to match the ratings of the inverter. With this 

setup, the PV inverter evaluation can be performed with PHIL. 

  

 
Fig. 15 PHIL arrangement for evaluating a grid connected PV inverter. 

 

The measured impedance of PV inverter will guide in the 

initial setup of the system as in the resistor divider case. 

However, careful attention is needed if a very large source 

resistance in series to the grid is used. Moreover, the stability 

criteria with resistance ratio remains valid for PV inverter as 

well, but the value of source resistance in this case is dictated 

by the strength of the grid. It is common to define the stiffness 

of the grid in terms of Short Circuit Ratio (SCR); low SCR 

corresponding to Weak Grid (WG) and high SCR relating to 

Strong Grid (SG) [21]. For grid connected power electronic 

applications, a large inductor connected to the grid is generally 

used to emulate a WG [21].  

 
TABLE IV 

SYSTEM SPECIFICATIONS 

 PV Simulator Power Amplifier 

Parameter VOC ISC Pmax Po Gain Type 

Value 38.8 V 4.24 A 118.5 W 1KVA 20 4Q-Linear 

PV Inverter 

 Output Filter (L1-C-L2) Switching Frequency 

Parameter L1 C L2 DC-DC  Inverter 

Value 7.2 mH 0.22µF 0.47 mH 50 kHz 100 kHz 

 

In this work, the performance of PV inverter is examined 

under both SG and WG. A PHIL test setup shown in Fig. 16 is 

configured based on Fig. 15 arrangement. The system 

specification for this arrangement is given in Table IV. The 

PV micro inverter is a 140 W two staged setup with a Flyback 

DC-DC converter followed by a three-level inverter with a 

120 V rms output. A Lab-Volt simulator is used to configure it 

as a PV simulator which is the input to the micro inverter. 

Similarly, an AE TECHRON power amplifier is used to 

emulate the grid. The following section describes the 

experimental results under different operating conditions.  

 

 
Fig. 16 PHIL test bed for PV inverter evaluation. 

 

1) Steady State Operations 

The steady state performance of PV inverter is evaluated 

under SG and WG conditions. As discussed earlier, SG is 

configured considering high SCRs (greater than 20). Similarly, 

for WG emulation, selection of proper inductor in series with 

grid is vital. From the output impedance characteristic of 

inverter in Fig. 9, it is clear that the inverter offers a high 

impedance path to the high frequency components injected 

into the grid. Also, at the same time, the third harmonic 

component in the inverter current cannot be neglected [22]. 

Therefore, the inductor required to emulate WG can be chosen 

based on third harmonic component of the line frequency. 

The steady state performance of the inverter under SG 

shows 110.58 W delivered to the grid. At the same instant, the 

PV source showed delivering 116.6 W with maximum power 

point in action. Also, an additional power dissipation of 2.7 W 

is seen by the source resistance in series to the grid. The 

difference of 3.32 W (efficiency of 97.15%) accounts for 

losses within inverter and PHIL inaccuracies. Fig. 17(a) 

demonstrates the key waveforms during steady state operation 

with SG. Since the power delivered by PV panel is more than 

the circulating power dissipated in the resistor at the point of 

common coupling (PCC) of inverter and grid, the remaining 

power is sunk in by the amplifier. This can be clearly seen in 

Fig. 17(a), as the current to the amplifier is out of phase with 

the grid voltage. This is the reason behind selecting a four-

quadrant amplifier for PHIL implementation. The equivalent 

inverter voltage and current reflected at the software side is 

shown in Fig. 17(b) which shows the in-phase waveform of 

voltage and current as in the hardware. Similar operation of 

PV inverter is observed also with the WG configuration where 

the power exchange with the grid is recorded at 110.66 W 

with PV source delivering about 115.2 W power (efficiency of 

96.8%). The steady state operation of PV inverter during this 

case is shown in Fig. 17(c) which records the measurement at 

hardware and the equivalent in-phase voltage-current 

waveform at software environment is shown in Fig. 17(d). 

2) Transient Operations 

The PHIL system with PV inverter is further tested for its 

performance during grid voltage transients viz., sag and swell. 

The grid voltage transient is made at the peak of the sinewave 

after each 40 cycles for both SG and WG conditions. From the 

experimental results presented in Fig. 18 (a)-(d), it can be 

observed that, in response to any increase in grid voltage the 

inverter decreases the current it supplies to by equal 

proportion, thereby maintaining the power flow. Similarly, 
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decrease in grid voltage causes the inverter to boost up more 

current, while remaining within its limit, to maintain the 

power supplied. It is to be noted that, the system remains 

stable even during grid transients. Therefore, it can be verified 

that, the stability analysis in Section III provides enough 

information to work with a stable PHIL. These observations 

are crucial in understanding the performance of PV inverter 

connected to the grid. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 17 Steady state results of PV inverter with (a) Strong grid-hardware 

measurements (b) Strong grid-software measurements (c) Weak grid-
hardware measurements and (d) Weak grid-software measurements. 

 

3) Accuracy Estimation 

The accuracy of a PHIL system with PV inverter can be 

estimated in a way similar to that described in Section-V-A. 

Since the PV inverter under study does not support reactive 

power exchange, any reactive power seen at the PCC of 

hardware end and software end corresponds to the error due to 

PHIL. These measurements are taken at different loading 

conditions of the power amplifier and are tabulated below in 

Table V.  

TABLE V 
ERROR MEASUREMENT 

Amplifier Loading 
Error % 

Hardware Software Total 

~No-Load 2.902 0.658 3.56 

~Half-Load 2.621 0.394 3.015 

 

    In Table V, the error measurements at hardware does not 

take into considerations the error in the Phase Locked Loop 

(PLL). This could be the possible reason for higher error at the 

hardware end compared to the software. Basically, it can be 

said that use of compensator aids in stability with a reasonable 

accuracy margin.   

 

 
(a) 

 
(b) 

 
(c)  

 
(d) 

Fig. 18 Transient performance of PV inverter with PHIL under (a) SG-voltage 

swell (b) SG-voltage sag (c) WG-voltage swell (d) WG-voltage sag. 

 

VI. DISCUSSION ON FUTURE APPLICATIONS  

The methodology described in this paper to perform PHIL 

experiments with PV micro inverter can be easily extended to 

perform similar type of other PHIL experiments with 

hardware consisting of renewable sources. The reason being, 
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the stability criteria developed in this paper is based on 

impedance and therefore as long as the hardware impedance is 

known, the analysis methodology can be employed to 

guarantee a stable PHIL. Considering this, instead of 

modelling PV by a negative resistance as in [23], [24] and 

state space averaging to model inverter, this paper directly 

uses an impedance measured from the network analyzer to 

perform the stability analysis. The experiments performed are 

in good standing to validate the proposed method. Further 

advantages of such approach could be an evaluation of a 

converter connected to a renewable source with unknown 

topology and controller with PHIL, in other words, the DUT 

could be a black box.      
 

VII. CONCLUSION 

This paper presented a mathematical framework for 

considering stability analysis of PHIL. The expression 

considers all the parameters in the interface to predict the 

stability and therefore may serve as a tool in determining the 

proper interface devices beforehand. Besides, the effect of 

adding a current filter along with compensation design 

technique to eliminate the effect of filter delays has been 

extensively analyzed. The quantitative stability analysis has 

been proposed in this paper considering a resistor divider 

network. This analysis has been further extended to 

experimentally evaluate a grid connected PV inverter with 

PHIL. The PV inverter with PHIL configuration showed a 

stable and accurate operation at steady state and during 

various grid transients. The experimental results of PHIL 

system showed a good agreement with the theoretical 

predictions.    

REFERENCES 

[1] M. Pokharel and C. N. M. Ho, "Stability study of power hardware in the 

loop (PHIL) simulations with a real solar inverter," IECON 43rd Annual 
Conf. of the IEEE Ind. Elec. Soc., Beijing, 2017, pp. 2701-2706, DOI 

10.1109/IECON.2017.8216454. 

[2] J. Langston,et al,“Power Hardware-in-the-Loop Testing of a 500 kW 
Photovoltaic Array Inverter,” in Proc. 38th Annual Conf. of the IEEE 

Ind. Elec. Soc., Montreal, DOI 10.1109/IECON.2012.6389595, 2012. 

[3] A. Riccobono, E. Liegmann, M. Pau, F. Ponci and A. Monti, "Online 
Parametric Identification of Power Impedances to Improve Stability and 

Accuracy of Power Hardware-in-the-Loop Simulations," in IEEE Trans. 

Instrum. Meas., vol. 66, DOI 10.1109/TIM.2017.2706458, no. 9, pp. 
2247-2257, Sept. 2017. 

[4] W. Ren, M. Steurer and T. L. Baldwin, "Improve the Stability and the 

Accuracy of Power Hardware-in-the-Loop Simulation by Selecting 
Appropriate Interface Algorithms," in IEEE Trans. Ind. Appl., vol. 44, 

DOI 10.1109/TIA.2008.926240, no. 4, pp. 1286-1294, July-Aug. 2008. 

[5] O. Nzimako and R. Wierckx, "Stability and accuracy evaluation of a 
power hardware in the loop (PHIL) interface with a photovoltaic micro-

inverter," IECON 2015, DOI 10.1109/IECON.2015.7392932, pp. 

005285-005291. 
[6] M. Hong, S. Horie, Y. Miura, T. Ise, C. Dufour “A Method to Stabilize a 

Power Hardware-in-the-loop Simulation of Inductor Coupled Systems” 

in Proc. Int. Conf. on Power Systems Transients 2009, June 2009. 
[7] W. Ren, et.al, “Interfacing Issues in Real-Time Digital Simulators”, 

IEEE Trans. Power Del., vol. 26, DOI 10.1109/TPWRD.2010.2072792, 

no.2, pp.1221–1230, Apr. 2011. 
[8] J. Wang, Y. Song, W. Li, J. Guo and A. Monti, "Development of a 

Universal Platform for Hardware In-the-Loop Testing of Microgrids," in 

IEEE Trans. Ind. Informat., vol. 10, DOI 10.1109/TII.2014.2349271, no. 
4, pp. 2154-2165, Nov. 2014. 

[9] S. Lentijo, S. D'Arco and A. Monti, "Comparing the Dynamic 

Performances of Power Hardware-in-the-Loop Interfaces," in IEEE 
Trans. Ind. Electron., vol. 57, DOI 10.1109/TIE.2009.2027246, no. 4, 

pp. 1195-1207, April 2010. 

[10] C. Choi and W. Lee, "Analysis and Compensation of Time Delay 
Effects in Hardware-in-the-Loop Simulation for Automotive PMSM 

Drive System," in IEEE Trans. Ind. Electron., vol. 59, DOI 

10.1109/TIE.2011.2172169, no. 9, pp. 3403-3410, Sept. 2012. 
[11] M. Matar, H. Karimi, A.Etemadi and R. Iravani, “A High Performance 

Real-Time Simulator for Controllers Hardware-in-the-Loop Testing”, 

Energies 2012, 5, DOI 10.3390/en5061713, 1713-1733. 
[12] G. F. Lauss, et al, "Characteristics and Design of Power Hardware-in-

the-Loop Simulations for Electrical Power Systems," in IEEE Trans. 

Ind. Electron., vol. 63, DOI 10.1109/TIE.2015.2464308, no.1, pp. 406-
417, Jan. 2016.  

[13] Panos Kotsampopoulos, et al, “A Power-Hardware-In-The-Loop Facility 

for Microgrids”.  
[14] W. Ren “Accuracy evaluation of power hardware-in-the-loop 

simulation” Ph.D. dissertation, ECE Dept., FSU,Tallahassee, FL, 2007. 

[15] M. Dargahi, et al, “Controlling current and voltage type interfaces in 
power-hardware-in-the-loop simulations” IET Power Electronics, 2014, 

vol. 7, DOI 10.1049/iet-pel.2013.0848, 10, pp. 2618–2627, Oct 2014. 

[16] E. Guillo-Sansano, et al, "A new control method for the power interface 
in power hardware-in-the-loop simulation to compensate for the time 

delay," 49th Int. UPEC, Cluj-Napoca, 2014, DOI 10.1109/UPEC, pp. 1-

5 ,2-5 Sept. 2014. 
[17] Il Do Yoo, and A. M. Gole “Compensating for Interface Equipment 

Limitations to Improve Simulation Accuracy of Real-Time Power 

Hardware In Loop Simulation” IEEE Trans. Power Del., vol. 27, DOI 
10.1109/TPWRD.2012.2195335, no. 3, July 2012. 

[18] V.  Hanta, A.  Prochazka, “Rational approximation of time delay,” in 

Int. Conf. on Technical Computing, Prague, 2009. 
[19] M. Vajta, “Some remarks on Pad´e approximations,” in 3rd TEMPUS-

INTCOM Symposium, Veszprem, Hungary, September 2005. 

[20] B. Lundstrom, et al.,"Implementation and validation of advanced 
unintentional islanding testing using power hardware-in-the-loop (PHIL) 

simulation," in IEEE 39th PVSC, Tampa, FL, pp. 3141-3146, DOI 

10.1109/PVSC.2013.6745123, 2013.      
[21] H. Alenius, “Modeling and Electrical Emulation of Grid Impedance for 

Stability Studies of Grid-Connected Converters” MS Thesis, TUT, Feb 

2018. 
[22] Y. Du and D.D. Lu, “Harmonic Distortion Caused by Single-Phase 

Grid-Connected PV Inverter”, Power System Harmonics - Analysis, 

Effects and Mitigation Solutions for Power Quality Improvement, A. 
Zobaa, S. H. E. Abdel Aleem and M. E. Balci, IntechOpen, DOI: 

10.5772/intechopen.73030. 

[23] M. Pokharel, A. Ghosh and C. N. M. Ho, "Small-Signal Modelling and 
Design Validation of PV-Controllers With INC-MPPT Using CHIL," in 

IEEE Trans. Energy Convers., vol. 34, DOI 
10.1109/TEC.2018.2874563, no. 1, pp. 361-371, March 2019.  

[24] P. Manganiello, M. Ricco, G. Petrone, E. Monmasson and G. 

Spagnuolo, "Optimization of Perturbative PV MPPT Methods Through 
Online System Identification," in IEEE Trans. Ind. Electron., vol. 61, 

DOI 10.1109/TIE.2014.2317143, no. 12, pp. 6812-6821, Dec. 2014. 

 
 

 

 
 

Mandip Pokharel (S’16) received his 
Bachelor’s degree in Electrical and Electronics 
Engineering from Kathmandu University, Nepal 
in 2008 and Master’s degree jointly from 
Norwegian University of Science and 
Technology (NTNU), Norway and Kathmandu 
University (KU), Nepal in 2012. Currently, he is 
at University of Manitoba, Canada working 
towards his PhD degree.  
Before joining University of Manitoba, he 

worked as a design and project engineer in various transmission line 
and substation-based projects. His research interest includes Control 
System for Power Electronic applications, Renewable energy, Solar 
and Wind Emulators, Real Time Simulations and Power Hardware in 
the Loop simulations. 



IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS 

 
  

Carl Ngai Man Ho (M’07, SM’12) received the 
B.Eng. and M.Eng. double degrees and the 
Ph.D. degree in electronic engineering from the 
City University of Hong Kong in 2002 and 2007, 
respectively. 
From 2002 to 2003, he was a Research 
Assistant at the City University of Hong Kong. 
From 2003 to 2005, he was an Engineer at 
e.Energy Technology Ltd., Hong Kong. In 
2007, he joined ABB Switzerland. He has been 

appointed as Principal Scientist and has led a research project team at 
ABB to develop Solar Inverter technologies. In October 2014, he joined 
the University of Manitoba in Canada, where he is currently an 
Associate Professor and Canada Research Chair in Efficient Utilization 
of Electric Power. He established the Renewable-energy Interface and 
Grid Automation (RIGA) Lab at University of Manitoba to research on 
Microgrid technologies, Renewable Energy interfaces, Real Time 
Digital Simulation technologies and demand-side control 
methodologies. 
Dr. Ho is currently an Associate Editor of the IEEE Transactions on 
Power Electronics (TPEL) and the IEEE Journal of Emerging and 
Selected Topics in Power Electronics (JESTPE). He was the recipient 
of “the Best Associate Editor Award of JESTPE” in 2018 and “A 
Second Place Prize Paper Award for 2018” in the TPEL. Under his 
leading, his graduate student team received the “Best Student Team 
Regional Award” in the Americas at the 2019 IEEE Empower a Billion 
Lives (EBL) competition.  


