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WEAKLY NONOSCILLATORY SCHEMES
FOR SCALAR CONSERVATION LAWS

KIRILL KOPOTUN, MARIAN NEAMTU, AND BOJAN POPOV

Abstract. A new class of Godunov-type numerical methods (called here
weakly nonoscillatory or WNO) for solving nonlinear scalar conservation laws

in one space dimension is introduced. This new class generalizes the classical
nonoscillatory schemes. In particular, it contains modified versions of Min-
Mod and UNO. Under certain conditions, convergence and error estimates for
WNO methods are proved.

1. Introduction

We are interested in the scalar hyperbolic conservation law

(1)
{
ut + f(u)x = 0, (x, t) ∈ R× (0,∞),
u(x, 0) = u0(x), x ∈ R,

where f is a given flux function. In recent years, there has been enormous activity
in the development of the mathematical theory and in the construction of numerical
methods for (1). Even though the existence-uniqueness theory of weak solutions is
complete, there are many numerically efficient methods for which the questions of
convergence and error estimates are still open. For example, the original MinMod,
UNO, ENO, and WENO methods are known to be numerically robust, at least for
piecewise smooth initial data u0, but theoretical results about convergence are still
missing [3, 7, 8, 20].

In this paper, we consider a class of the so-called Godunov-type schemes for
solving (1), see [22]. There are two main steps in such schemes: evolution and pro-
jection. In the original Godunov scheme, the projection is onto piecewise constant
functions – the cell averages. In the general Godunov-type method, the projec-
tion is onto piecewise polynomials. To determine the properties of a scheme it is
necessary to study the properties of the projection operator. For example, it is
important to know whether this operator reproduces polynomials of a given degree
and whether it is nonoscillatory. A numerical method is called nonoscillatory if the
number of extrema of the approximate solution does not increase in time. (This
method is sometimes referred to as Number of Extrema Diminishing or NED.)
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Many well-known methods (e.g., MinMod, UNO, and some MUSCL schemes) are
nonoscillatory, see [4, 5, 7, 9, 10, 14, 15]. The NED property is an invariant of the
exact solution operator (this was first formulated in [15]), and all nonoscillatory
methods are build to preserve that property. However, nonoscillation is, in general,
not sufficient for convergence of such methods to the entropy solution, and more
restrictions on the projection step are needed. For example, one can impose the so-
called entropy inequalities [1, 2, 18] or require that the projection step be entropy
diminishing [5]. Alternatively, for a convex flux, one can impose Lip+ stability on
the projection and then prove convergence via Tadmor’s Lip′ theory [17, 21].

In this paper, the notion of weakly nonoscillatory (WNO) schemes is introduced,
which is a generalization of the classical concept of nonoscillation. For example,
any Godunov-type scheme with nonoscillatory evolution and projection is WNO.
We will restrict our attention to Godunov-type methods with exact evolution. A
convergence result in this case is important, since it is a key ingredient in the proof
of convergence of the fully discrete schemes. Our main result is a convergence the-
orem for a subclass of WNO Godunov-type schemes (which, in particular, contains
modified versions of MinMod and UNO). We derive error estimates by relaxing
the classical entropy inequalities imposed on the projection operator [1]. In par-
ticular, we prove convergence for such relaxed entropic WNO schemes, provided
f ∈ Lip(1, L∞) and u0 is a compactly supported function of bounded variation
belonging to the class WL, L ∈ N, of weakly nonoscillating functions. This new
approach allows us to obtain an error estimate (which depends on L) for a class of
schemes which, in general, do not satisfy the entropy inequalities in [1, 2, 18, 5].
More general results for noncompactly supported initial conditions and fully dis-
crete schemes will be given elsewhere.

The paper is organized as follows. In Section 2, we introduce the class WL,
define WNO Godunov-type schemes, and state our main result (Theorem 2). In
Section 3, we establish various properties of functions inWL, and then, in Section 4,
we show that the entropy solution of the conservation law preserves this class.
Section 5 contains the proof of Theorem 2. Finally, in Section 6, we give examples
of WNO schemes whose convergence is guaranteed by Theorem 2, including simple
modifications of MinMod and UNO. We also give an example of a scheme that
is not relaxed entropic, satisfies all other requirements, and converges to a weak
solution, which is not the entropy solution. This shows that the condition that the
method is relaxed entropic is essential.

2. Preliminaries

Consider the initial value problem

(2)
{
ut + f(u)x = 0, (x, t) ∈ R× (0, T ),
u(x, 0) = u0(x), u0 ∈ L1

loc(R),

where T > 0 and

f ∈ Lip(1, L∞) :=
{
f ∈ L∞(R)

∣∣∣∣ sup
t>0

{
t−1 sup

0<h≤t
‖f(·+ h)− f(·)‖L∞(R)

}
<∞

}
.

A function

u ∈ C
(
(0, T ], L1

loc(R)
)

:=
{
u : R2 → R

∣∣u(t, ·) ∈ L1
loc(R), t ∈ (0, T ],

lim
t′→t
‖u(t, ·)− u(t′, ·)‖L1

loc(R) = 0
}
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is called the entropy solution of (2) if

−
∫ T

0

∫
R

(
|u− c|ϕt + sgn(u − c) (f(u)− f(c))ϕx

)
dxdt(3)

+
∫
R
|u(x, T )− c|ϕ(x, T ) dx−

∫
R
|u0(x) − c|ϕ(x, 0) dx ≤ 0,

for all c ∈ R and all nonnegative continuously differentiable functions ϕ = ϕ(x, t),
compactly supported on R × R+. While there can be many weak solutions, it is
well known that the entropy solution of (2) is unique (see [11]).

A function g is of bounded variation, i.e., g ∈ BV(R), if

|g|BV(R) := sup
n−1∑
i=1

|g(xi+1)− g(xi)| <∞ ,

where the supremum is taken over all finite sequences x1 < · · · < xn in R. Functions
of bounded variation have at most countably many discontinuities, and the left and
right limits g(x−) and g(x+) exist at each point x ∈ R.

Since the values of the initial condition u0 on a set of measure zero have no
influence on the entropy solution of (2), it is more desirable to replace the seminorm
| · |BV(R) by a similar quantity independent of the function values on sets of measure
zero. The standard approach is to consider the space Lip(1, L1) of all functions
g ∈ L1(R) such that the seminorm

|g|Lip(1,L1) := lim sup
t>0

1
t

∫
R
|g(x+ t)− g(x)| dx

is finite. It is clear that |g|Lip(1,L1) will not change if g is modified on a set of
measure zero. At the same time, the above two seminorms are equal in the following
sense. Every g ∈ Lip(1, L1) can be corrected on a set of measure zero to a function
ḡ ∈ BV(R). Note that any two such corrections can only differ at countably many
points. In particular, if this correction ḡ is such that ḡ(x) lies between ḡ(x+)
and ḡ(x−), for all x ∈ R where ḡ is discontinuous, then |ḡ|BV(R) = |ḡ|Lip(1,L1) =
|g|Lip(1,L1) (see [6, Theorem 9.3]). For our purposes, it will be convenient to consider
the specific correction satisfying ḡ(x) = max{ḡ(x+), ḡ(x−)}, x ∈ R. It is easy
to show that this ḡ is the unique upper semicontinuous (u.s.c.) correction of g
such that |ḡ|BV(R) = |g|Lip(1,L1). From now on, we refer to this function ḡ as the
u.s.c. correction of g. For later use, we remark that if g is a piecewise polynomial
function, then ḡ may differ from g only at the points of discontinuity of g, and
|ḡ|BV(R) = |g|Lip(1,L1).

If f ∈ Lip(1, L∞), then it is well known that the entropy solution of (2) is total
variation diminishing (TVD), i.e.,

(4) |u(·, t)|Lip(1,L1) ≤ |u0|Lip(1,L1) , t > 0.

In order to describe a version of Kuznetsov’s error estimate for Godunov-type
methods, needed later, we introduce the following notation. Let η ∈ C∞(R) be
such that η ≥ 0, supp(η) ⊂ [−1, 1],

∫
R η(x)dx = 1, and η(x) = η(−x) for all x ∈ R.

We define

(5) ηε :=
1
ε
η
( ·
ε

)
, ε > 0,
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and

(6) ρε(g, h) :=
∫
R2
ηε(x− y)|g(x)− h(y)| dxdy, g, h ∈ L1(R).

Suppose that u is the entropy solution of (2) corresponding to the initial data
u0 ∈ Lip(1, L1). Let N ≥ 1 and 0 = t0 < · · · < tN := T . Let v(x, t) be a
right-continuous function in t such that, for each n = 0, . . . , N − 1, v is an entropy
solution of

(7)
{
unt + f(un)x = 0, (x, t) ∈ R× (tn, tn+1),
un(·, tn) = v(·, tn), v(·, tn) ∈ L1(R).

Note that v is uniquely determined by the functions {v(·, tn)}N−1
n=0 . With this no-

tation, let us recall the following result.

Theorem 1 (Kuznetsov [12]). Let u be the entropy solution of (2) with initial
condition u0 ∈ Lip(1, L1), and let v be as above. Then,

‖v(·, tN )− u(·, tN)‖L1(R) ≤ ‖u0 − v0‖L1(R) + 2ε|u0|Lip(1,L1)(8)

+
N∑
n=1

[
ρε(v(·, tn), u(·, tn))− ρε(v(·, t−n ), u(·, tn))

]
,

for any ε > 0.

Note that, by density arguments, this theorem still holds for η = 1
2χ[−1,1], where

χA denotes the characteristic function of a set A. In the original Godunov method,
v(·, tn) is the average of v(·, t−n ) on Ij := [jh, (j + 1)h), h > 0, j ∈ Z, where
v(·, t−0 ) := u0. For a general Godunov-type method, v(·, tn) is determined from
v(·, t−n ) by v(·, tn) := Phv(·, t−n ), where Ph : L1(R) → L1(R) is a “projection”
operator. For a function g ∈ L1(R), Phg is usually a “simpler” function that makes
it possible to solve (2) exactly with initial data Phg for small time. For the sake
of simplicity, only regular grids are considered in this paper, the results for the
nonregular case being analogous.

The properties of a Godunov-type scheme are largely determined by the projec-
tion Ph. Typically, Ph should have the following properties (see [22]):

(i) Conservation: For every g ∈ L1(R),
∫
Ij
Phg dx =

∫
Ij
g dx, j ∈ Z.

(ii) Accuracy: If g is “smooth”, then Phg provides good local approximation.
For example, if Phg is a polynomial function on Ij , then it is natural to
require that ‖Phg − g‖L∞(Ij) is of optimal order.

(iii) Boundedness of Total Variation: Ph should be such that the total varia-
tion of the numerical solution is bounded. That is, |v(·, tn)|Lip(1,L1), n =
0, . . . , N, are uniformly bounded (independently of N). This guarantees
convergence to a weak solution of (2), see e.g., [13].

In this context, we mention the following so-called high resolution methods (pop-
ularized by their three-letter acronyms): the piecewise parabolic method (PPM) [4],
the uniformly nonoscillatory (UNO) scheme [7], and the essentially nonoscillatory
schemes (ENO) [8]. The implicit assumption in such methods is that an approxi-
mation to a piecewise smooth solution is sought with finitely many oscillations and
local dependence on the initial data.



WEAKLY NONOSCILLATORY SCHEMES FOR SCALAR CONSERVATION LAWS 1751

The Godunov-type schemes considered in this paper are such that the projection
operator Ph meets the following requirements:

(P1) Ph is conservative:

(9)
∫
Ij

Phg dx =
∫
Ij

g dx, g ∈ L1(R), j ∈ Z.

(P2) Ph is TVB (total variation bounded):

(10) |Phg|Lip(1,L1) ≤ C0|g|Lip(1,L1).

(P3) Ph is local: There exists an M ∈ N such that Phg ≡ 0 on Ij if g ≡ 0 on
IMj :=

⋃
|j−k|≤M Ik, j ∈ Z.

(P4) Ph is relaxed entropic: There exist constants α > 0 and C1 ≥ 0 such that

(11)
∫
Ij

(|Phg(x)− λ| − |g(x)− λ|) dx ≤ C1h
1+α|g|Lip(1,L1), g ∈ Lip(1, L1),

for all j ∈ Z and all λ ∈ R.

Remark 1. Properties (P1) and (P2) imply that Ph has the approximation property

(12) ‖Phg − g‖L1(R) ≤ (1 + C0)h|g|Lip(1,L1), g ∈ Lip(1, L1).

This estimate can be established using the triangle inequality and

‖Ahg − g‖L1(R) ≤ h|g|Lip(1,L1) ,

where Ahg is the piecewise constant function such that

(13) Ahg|Ij :=
1
h

∫
Ij

g dx, j ∈ Z.

(Ah is referred to as the averaging operator later in this paper.) Indeed,

‖Phg − g‖L1(R) = ‖Phg −Ah(Phg) +Ah(g)− g‖L1(R)

≤ h
(
|Phg|Lip(1,L1) + |g|Lip(1,L1)

)
≤ (1 + C0)h|g|Lip(1,L1) .

Remark 2. If C1 = 0 in (11), then Ph is called entropic [1] (or entropy diminish-
ing [5]). For example, the averaging operator Ah is entropic.

Remark 3. Inequality (11) is automatically satisfied with α = 0. This immediately
follows from (12) and the triangle inequality. However, this, in general, is not
enough for the convergence of the scheme to the entropy solution, see example (E4)
in Section 6.

Remark 4. The relaxed entropic condition (P4) requires limiters which do not
respect the scale invariance (x, t)→ (λx, λt).

Beside conditions (P1)–(P4), we need some additional restrictions on the numer-
ical scheme. Recall first that a real-valued function g is called upper semicontinuous
(u.s.c.) if

lim sup
y→x

g(y) ≤ g(x), x ∈ R.

As is pointed out above, every g ∈ Lip(1, L1) can be uniquely modified on a set of
measure zero to a u.s.c. function ḡ ∈ BV(R). For g ∈ Lip(1, L1), the level set of g
corresponding to λ ∈ R is defined as

Eλ(g) := {x| ḡ(x) < λ} .
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It is well known that the sets Eλ(g) are open for all λ ∈ R if and only if ḡ is u.s.c.
(see [19]). Therefore, each Eλ(g) can be uniquely represented as a countable union
of disjoint open intervals, called the components of Eλ(g). If the number of such
components is finite, then this number is denoted by L(Eλ(g)).

Definition 1. A function g is said to be weakly nonoscillating if it belongs to the
class

WL := {g ∈ Lip(1, L1)| L(Eλ(g)) ≤ L, ∀λ ∈ R},
for some L ∈ N.

Definition 2. A Godunov-type scheme is called weakly nonoscillatory (WNO)
if there exists an integer L ≥ 1 (independent of N) such that the approximate
solutions v(·, tn) of (2) are in WL for all n = 0, . . . , N . (To emphasize that a given
WNO scheme preserves the class WL for a specific value of L, we refer to this
scheme as “WNO with constant L”.)

Definition 3. A Godunov-type scheme is called uniformly bounded if there exists
a constant C2 such that

‖v(·, tn)‖L∞(R) ≤ C2‖u0‖L∞(R)

for all n = 0, . . . , N .

Remark 5. There are many uniformly bounded schemes (e.g., all TVD schemes).
At the same time, there are methods which are numerically uniformly bounded,
but rigorous proofs of uniform boundedness are still missing. (We mention UNO
as an example.)

Remark 6. One way of obtaining a WNO Godunov-type scheme is to require that
the projection Ph preserve the class WL. This is because the exact evolution also
preserves WL, as shown in Theorem 10 below.

Remark 7. A different possibility to have a WNO Godunov-type scheme is to em-
ploy a nonoscillatory projection Ph. Any such scheme is WNO with L = [(K+3)/2],
where K is the number of local extrema of u0, see Theorem 5. However, it can be
WNO with a constant L′ which is much smaller than O(K), and so preservation of
the number of local extrema of the initial condition u0 may not be as efficient as
preserving the class WL′ containing u0.

Remark 8. For any g ∈ BV(R),

|g|BV(R) ≥ sup
R
g − inf

R
g.

Thus, in particular, if a function g ∈ Lip(1, L1) is compactly supported, then
esssupR g ≥ 0 and essinfR g ≤ 0 and, hence,

|g|Lip(1,L1) ≥ esssup
R

g − essinf
R

g ≥ ‖g‖L∞(R).

Remark 9. It is shown in Ziemer [23, Theorem 5.4.4] that, for a function g ∈
Lip(1, L1),

|g|Lip(1,L1) =
∫
R

∣∣χ{x:g(x)>t}
∣∣
Lip(1,L1)

dt .
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Hence, if g ∈ WL ∩ L∞(R), then

|g|Lip(1,L1) = | − ḡ|Lip(1,L1) =
∫
R

∣∣χ{x:ḡ(x)<−t}
∣∣
Lip(1,L1)

dt(14)

=
∫
R

∣∣χEλ(g)

∣∣
Lip(1,L1)

dλ =
∫ esssupR g

essinfR g

∣∣χEλ(g)

∣∣
Lip(1,L1)

dλ

≤ 2L(Eλ(g))
(

esssup
R

g − essinf
R

g

)
≤ 4L‖g‖L∞(R).

Thus, together with the previous remark, this implies that, if g ∈ WL ∩ L∞(R) is
compactly supported, then

(15) ‖g‖L∞(R) ≤ |g|Lip(1,L1) ≤ 4L‖g‖L∞(R).

The main result of this paper is the following

Theorem 2. Let u be the entropy solution of (2), where u0 is a compactly supported
function such that u0 ∈ Lip(1, L1) ∩ WL, for some L ∈ N. Also, let v be the
numerical solution obtained by a uniformly bounded WNO Godunov-type scheme
with constant L, satisfying (P1)–(P4), and hN ≤ C3T , for an absolute constant
C3. Then

(16) ‖v(·, T )− u(·, T )‖L1(R) ≤ CN−min{α,1}/2|u0|Lip(1,L1),

where C depends on M , L, T , ‖f ′‖L∞(R), (diameter of) the support of u0, and Ci,
0 ≤ i ≤ 3.

As a corollary of the theorem, we have the following result for nonoscillatory
(NED) schemes.

Corollary 3. Let u be the entropy solution of (2), where u0 is a compactly sup-
ported function such that u0 has at most K local extrema, and let v be the numerical
solution obtained by a uniformly bounded nonoscillatory Godunov-type scheme, sat-
isfying (P1)–(P4), and hN ≤ C3T , for an absolute constant C3. Then

(17) ‖v(·, T )− u(·, T )‖L1(R) ≤ CN−min{α,1}/2|u0|Lip(1,L1),

where C depends on M , K, T , ‖f ′‖L∞(R), (diameter of) the support of u0, and Ci,
0 ≤ i ≤ 3.

3. Weakly nonoscillating functions

Nonoscillatory schemes play an important role in the theory of conservation laws.
A scheme is usually called “nonoscillatory” if it does not increase the number of
local extrema of a function. Thus, in particular, if a function is monotone on an
interval, then a nonoscillatory method seeks an approximation to the function that
preserves this monotonicity.

In the previous section, we generalized the notion of nonoscillation and intro-
duced the class of weakly nonoscillating functions. Roughly, a continuous function
g is weakly nonoscillating if the number of intersection points of the graph of g
with any horizontal line is at most a given fixed number. This prevents g from
oscillating “wildly”. It is shown below that this notion of “nonoscillation” is less
restrictive than the standard one.

Recall that WL stands for the class of weakly nonoscillating functions with level
sets consisting of at most L components (see Definition 1). The following result
shows that this class is closed in Lip(1, L1) with respect to the L1-topology.
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Theorem 4. Let L ∈ N and let {gn} be a sequence of functions in WL converging
to g ∈ Lip(1, L1) in L1(R). Then g ∈ WL.

Proof. Suppose that g is not in WL. Then there exist values

x1 < y1 < x2 < y2 < · · · < yL < xL+1

such that

ḡ(xi) < λ < ḡ(yj), i = 1, . . . , L+ 1, j = 1, . . . , L,

for some λ ∈ R. Note that {xi} and {yj} can be selected to be points of continuity
of ḡ (since ḡ ∈ BV(R) and, hence, has only countably many points of discontinuity).
This means we can find an ε > 0 such that

ḡ(x) < λ < ḡ(y),

for every x ∈
⋃L+1
i=1 (xi− ε, xi+ ε) and every y ∈

⋃L
j=1(yj − ε, yj + ε). However, this

and the L1 convergence of ḡn to ḡ imply that, for all n large enough,

ḡn(x) < λ < ḡn(y),

for all x in some sets of positive measure Ai ⊂ (xi− ε, xi+ ε), i = 1, . . . , L+ 1, and
all y in some sets of positive measure A∗j ⊂ (yj−ε, yj +ε), j = 1, . . . , L. Hence, the
sets Ai belong to different components of Eλ(gn). This contradicts the assumption
that gn ∈ WL. �

In the remainder of this section, we discuss the relationship between the weakly
nonoscillating and the usual nonoscillating functions (i.e., those with finitely many
local extrema). First, let us define precisely what it means for a function to have a
certain number of extrema. We start by defining extrema for sequences.

Definition 4. Let {aν}nν=1, n ∈ N, be a finite sequence of real numbers. We say
that this sequence has a strict local maximum (minimum) at some k (1 < k < n),
if ak > max{ak−1, ak+1} (ak < min{ak−1, ak+1}).

We next define extrema of Lip(1, L1) functions in terms of the extrema of their
u.s.c. corrections. This reflects the condition that the number of extrema should
not change if the functions are modified on sets of measure zero.

Definition 5. A function g ∈ Lip(1, L1) has K local extrema if, for any x1 < x2 <
· · · < xn, n ≥ 1, the sequence {ḡ(xν)}nν=1 contains at most K strict local extrema,
and K is the smallest integer with this property.

For example, with this definition, the step function does not have any local
extrema. The function g1 such that g1 ≡ 1 on (−∞, 0], and g1(x) = x, x ∈ (0,∞)
has one local extremum (infimum), and the function g2 such that g2(x) = x + 1,
x ∈ (−∞, 0], and g2(x) = x, x ∈ (0,∞), has two local extrema.

Theorem 5. Let g ∈ Lip(1, L1). If g has K local extrema, then g ∈ WL, where
L = [(K + 3)/2]. The converse of this statement is not true for L ≥ 2 ( i.e., a
function in WL can have infinitely many local extrema). In the case L = 1, a
function from W1 either is monotone or has one local extremum (an infimum).
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Proof. Suppose that g is not inWL. Then, as in the proof of the previous theorem,
there exist numbers

x1 < y1 < x2 < y2 < · · · < yL < xL+1

such that
ḡ(xi) < λ < ḡ(yj), i = 1, . . . , L+ 1, j = 1, . . . , L,

for some λ ∈ R. Hence, the sequence

{ḡ(x1), ḡ(y1), ḡ(x2), ḡ(y2), . . . , ḡ(yL), ḡ(xL+1)}
contains exactly 2L − 1 = 2[(K + 3)/2] − 1 > K strict local extrema, which is a
contradiction.

To show that the converse does not hold, we construct a weakly nonoscillating
function with infinitely many local extrema. Let gL(x) := sin ((L− 1)πx)χ[0,2](x),
x ∈ R, L ≥ 2, which is in WL. It is also easy to see that |gL|Lip(1,L1) = 4(L − 1),
and that gL has 2(L− 1) local extrema in [0, 2]. Let

g :=
∞∑
k=0

(
1 +

1
4
gL(2k+2 · −2)

)
2−(k+1)χ[2−(k+1),2−k).

This function belongs to WL. In addition, g has 2(L − 1) local extrema in the
interval (2−(k+1), 2−k), k ≥ 0, hence, infinitely many local extrema in [0, 1]. Also,

|g|Lip(1,L1) = |g|BV(R) =
1
2

+
∞∑
k=0

2−(k+2) +
∞∑
k=0

|g|BV(2−(k+1),2−k)

= 1 +
∞∑
k=0

2−(k+3)|gL|BV(R) = L,

and so g ∈ Lip(1, L1). The proof of the remaining assertion of the theorem, con-
cerning the case L = 1, is straightforward. �

4. Weak nonoscillation of the entropy solution

In this section, we show that the entropy solution u(·, t) of (2) at any time t is
weakly nonoscillating if the initial condition u0 is weakly nonoscillating. First, we
establish the WNO property of the approximate solution, obtained by the original
Godunov method. Then, in Theorem 10, we prove this property for the exact
solution, using the convergence of the Godunov method and the completeness of
WL in the L1 topology (Theorem 4).

Let T > 0 be fixed and tn := n∆t, n = 0, . . . , N , where ∆t = T/N , and define

(18) h := ∆t
(
4‖f ′‖L∞(R) + 1

)
.

Let us recall the definition of the original Godunov scheme, see e.g., [16, 12]. It
is well known that this scheme gives rise to an approximate solution v := vN that
satisfies (7) with v(·, tn) = Ahv(·, t−n ), where Ah is the averaging operator, defined
in (13). The following error estimate was established in [12] (see also [16]):

(19) ‖u(·, T )− vN (·, T )‖L1(R) ≤
C√
N
|u0|Lip(1,L1),

where C is a constant independent of N . We also need the following result con-
cerning properties of entropy solutions of (2), see [12].
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Theorem 6. Let u and w be two entropy solutions to (2) with initial conditions
u0 and w0, respectively, and let f ∈ Lip(1, L∞). Then

(20)
∫
|x−x0|<R

|u(x, t)− w(x, t)| dx ≤
∫
|x−x0|<R+t‖f ′‖L∞(R)

|u0(x)− w0(x)| dx,

for all t ∈ [0, T ], x0 ∈ R, and R > 0.

Using this estimate, one can easily derive the so-called cone of dependence for
the entropy solution.

Corollary 7. Let t ∈ [0, T ], x0 ∈ R, and R > 0. Then the values of u(·, t) on
{x : |x−x0| < R} depend only on the values of u0 on {x : |x−x0| < R+t‖f ′‖L∞(R)}.

There are two repeating steps in the Godunov scheme, the projection (averaging)
and the exact evolution. Therefore, it will follow that the numerical solution v(·, T )
is in the class WL if each of the two steps can be shown to preserve this class.

Lemma 8. The averaging operator preserves the class WL. That is, if g ∈ WL

then Ahg ∈ WL.

Proof. Let λ ∈ R and let Eλ(g) be the level set of g corresponding to λ. Note that
Eλ(g) is empty if ḡ ≥ λ. Hence, gj := Ahg|Ij ≥ λ, j ∈ Z, and thus Eλ(Ahg) is also
empty. If Eλ(g) 6= ∅, then it is an open set that can be represented as

Eλ(g) =
Lλ⋃
`=1

O`,

where O` are disjoint open intervals and Lλ ≤ L. We now show that Eλ(Ahg) has
at most Lλ components. Observe the following:

(a) If the interior of Ij is a subset of Eλ(g), int(Ij) ⊂ Eλ(g), then gj < λ and
int(Ij) ⊂ Eλ(Ahg).

(b) If Ij ∩ Eλ(g) = ∅, then g|Ij ≥ λ; hence gj ≥ λ, and Ij ∩Eλ(Ahg) = ∅.
Let J` := {j | int(Ij) ⊂ Eλ(Ahg) and Ij ∩O` 6= ∅} and

O∗` := int

⋃
j∈J`

Ij

 .

Note that each O∗` is either empty or an open interval. This is because by (a), O∗`
consists of all intervals Ij contained in O` and possibly the end intervals Ij such that
Ij ∩O` 6= ∅ and Ij 6⊂ O` (there could be one or two such end intervals). Moreover,
by (b), every nonempty set O∗` intersects at least one of the sets Ok, k = 1, . . . , Lλ.
This shows that

Eλ(Ahg) =
Lλ⋃
`=1

O∗` ,

and, therefore, Eλ(Ahg) has at most Lλ components. Hence, we conclude that
Ahg ∈ WL. �

Lemma 9. The evolution step does not increase the number of components of the
level sets of the numerical solution v(·, tn). That is, if v(·, tn) ∈ WL is a piecewise
constant function on Ij ’s, then v(·, t−n+1) ∈ WL, 0 ≤ n ≤ N − 1.
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Proof. It is enough to prove the assertion for n = 0. Let IR(x0) := (x0−R, x0 +R),
and v0,j := Ahu0|Ij , j ∈ Z. By Corollary 7, for any x0 ∈ R, the values of v(·,∆t)
on IR(x0) are determined by the values of Ahu0 on IR+‖f ′‖L∞(R)∆t(x0). Note that
‖f ′‖L∞(R)∆t ≤ h/4. Therefore, for any integer j ∈ Z, v(·,∆t) and the entropy
solution of the Riemann problem

(21)


ut + f(u)x = 0, (x, t) ∈ R× (0,∆t),

u(x, 0) =
{
v0,j−1, x < jh,
v0,j , x > jh,

are identical on the interval Ih/2(jh). Note that

v((j + 1/2)h+ ε,∆t) = v0,j ,

for any ε, |ε| < h/4, and the function v(·,∆t) is monotone on Ih/2(jh) (see (4)).
Hence, v(·,∆t) takes on the values v0,j , j ∈ Z, in the same order as Ahu0 and is
monotone in between. Then, for any λ ∈ R, the level set Eλ(v(·,∆t)) has the same
number of components as Eλ(Ahu0). Therefore, we conclude that v(·,∆t) ∈ WL if
Ahu0 ∈ WL. �

We now conclude with the main result of this section.

Theorem 10. Let u be the entropy solution of (2) with compactly supported initial
condition u0 ∈ Lip(1, L1). If u0 ∈ WL, for some L ∈ N, then u(·, t) ∈ WL,
t ∈ [0, T ].

Proof. Let L ∈ N and u0 ∈ WL. Since T can be an arbitrary positive number,
it is sufficient to show that u(·, T ) ∈ WL. Using Lemmas 8 and 9, we see that
vN (·, T ) ∈ WL. By the estimate (19), we know that vN (·, T ) converges to u(·, T )
in L1(R). Hence, we can apply Theorem 4 to vN (·, T ) and u(·, T ), to conclude that
u(·, T ) ∈ WL. �

5. Proof of the main result

The proof of Theorem 2 will require a judicious estimation of the sum on the
right-hand side of the Kuznetsov inequality (8). First, we introduce the notation
v−n := v(·, t−n ), vn := v(·, tn) = Phv

−
n , un := u(·, tn) (recall that v−0 = u0). Esti-

mate (8) can now be rewritten as

‖vN − uN‖L1(R) ≤ ‖v0 − u0‖L1(R) + 2ε|u0|BV (R) +
N∑
n=1

[
ρε(vn, un)− ρε(v−n , un)

]
.

Let us denote

∆n := ρε(vn, un)− ρ− ε(v−n , un)

and

Fn(x, y) := |Phv−n (x)− un(y)| − |v−n (x) − un(y)|,
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and choose η := 1
2χ[−1,1]. Then

∆n =
∫
R

∫
R
ηε(x− y)Fn(x, y) dxdy

=
1
2ε

∫
R

∫
R
χ[−1,1]

(
x− y
ε

)
Fn(x, y) dxdy

=
1
2ε

∫
R

(∫
[y−ε,y+ε]

Fn(x, y)dx

)
dy

=
1
2ε

∫
R

∑
j∈Z

∫
Ij∩[y−ε,y+ε]

Fn(x, y)dx

 dy.

The above sum can now be split into two sums, depending on whether Ij is contained
in (y − ε, y + ε) or not:

∆n =
1
2ε

∫
R

∑
Ij∩{y−ε,y+ε}6=∅

∫
Ij∩[y−ε,y+ε]

Fn(x, y)dxdy

+
1
2ε

∫
R

∑
Ij⊂(y−ε,y+ε)

∫
Ij

Fn(x, y)dxdy = ∆1
n + ∆2

n ,

where

∆1
n :=

1
2ε

∫
R

∑
Ij∩{y−ε,y+ε}6=∅

∫
Ij∩[y−ε,y+ε]

Fn(x, y)dxdy

and

∆2
n :=

1
2ε

∫
R

∑
Ij⊂(y−ε,y+ε)

∫
Ij

Fn(x, y)dxdy .

Using the triangle inequality Fn(x, y) ≤ |Phv−n (x) − v−n (x)|, we estimate ∆1
n as

follows:

∆1
n ≤ 1

2ε

∫
R

∑
Ij∩{y−ε,y+ε}6=∅

∫
Ij

|Phv−n (x)− v−n (x)|dxdy

=
1
2ε

∫
R

∑
Ij∩{y−ε,y+ε}6=∅

‖Phv−n − v−n ‖L1(Ij)dy.

Now, the following fact is useful.
For any real sequence {aj}j∈Z, and λ ∈ R,∫

R

 ∑
Ij∩{y+λ}6=∅

aj

 dy(22)

=
∫
R

 ∑
Ij∩{y}6=∅

aj

 dy =
∑
k∈Z

∫
Ik

 ∑
Ij∩{y}6=∅

aj

 dy

=
∑
k∈Z

∫
Ik

ak dy =
∑
k∈Z

ak meas(Ik).
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Using (22) with aj = ‖Phv−n − v−n ‖L1(Ij) and λ = ±ε, we have

∆1
n ≤ 1

2ε

∑
k∈Z

2‖Phv−n − v−n ‖L1(Ik) meas(Ik) =
h

ε

∑
k∈Z
‖Phv−n − v−n ‖L1(Ik)

=
h

ε
‖Phv−n − v−n ‖L1(R) .

By the approximation property (12),

‖Phv−n − v−n ‖L1(R) ≤ (1 + C0)h|v−n |Lip(1,L1),

and, therefore,

∆1
n ≤ (1 + C0)

h2

ε
|v−n |Lip(1,L1).(23)

We now estimate ∆2
n. Note that if ε < h/2, then Ij cannot be contained in

(y − ε, y + ε), and hence ∆2
n = 0. So, in the remainder of the proof, we assume

ε ≥ h/2.
Let us define

Ωn :=
⋃{

Ij |Ij ∩ supp(Phv−n ) 6= ∅ or Ij ∩ supp(v−n )) 6= ∅
}
.

Then if x 6∈ Ωn, we have Phv−n (x) = v−n (x) = 0. Therefore, Fn(x, y) = 0 for all
x 6∈ Ωn. Hence, if (y − ε, y + ε) ∩ Ωn = ∅, then∑

Ij⊂(y−ε,y+ε)

∫
Ij

Fn(x, y)dx = 0 ,

which yields the estimate

∆2
n ≤

1
2ε

∫
Ωεn

 ∑
Ij⊂(y−ε,y+ε)

∫
Ij

Fn(x, y)dx

 dy ,

where Ωεn := {y|(y − ε, y + ε) ∩ Ωn 6= ∅}. We next need the following lemma.

Lemma 11. Let g ∈ WL, L ≥ 1. Then, for any λ ∈ R, there exist at most 2L
intervals Ij such that

meas {x ∈ Ij | g(x) > λ} > 0
and

meas {x ∈ Ij | g(x) < λ} > 0
at the same time.

For a given λ, we denote the set of all such indices j by Vλ(g) (hence, the lemma
states that |Vλ(g)| ≤ 2L, for any λ ∈ R, where |A| stands for the cardinality of the
set A).

Proof. Suppose that Vλ(g) is nonempty and ordered as Vλ(g) = {jk}|Vλ(g)|
k=1 , where

j1 < · · · < j|Vλ(g)|. Since g ∈ WL, Eλ := Eλ(g) has at most L components, i.e.,

Eλ =
Lλ⋃
`=1

O`, Lλ ≤ L,

where all O` are disjoint open intervals. For each j ∈ Vλ(g),

(24) meas {Ij ∩ Eλ} > 0 (by the definition of Vλ(g))
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and

(25) meas {Ij ∩ Ecλ} > 0

(
since esssup

Ij

g > λ

)
.

Inequality (24) implies that, for every j ∈ Vλ(g), there is at least one `(j), 1 ≤
`(j) ≤ Lλ, such that Ij ∩O`(j) 6= ∅. Note that if there are more than one `(j), then
we select any one of them. Now, (25) implies that Ij 6⊂ Eλ, j ∈ Vλ(g). This, in
particular, means that `(jk) 6= `(jk+2) for all k = 1, . . . , |Vλ(g)|− 2; otherwise Ijk+1

would be contained in O`(jk), which contradicts (25). Therefore,

|Vλ(g)| ≤ 2|{`(j)|j ∈ Vλ(g)}| ≤ 2Lλ ≤ 2L .

�

Let y ∈ Ωεn be fixed and λ := un(y). Because Ph is conservative, the expressions
Phv

−
n (x)−λ and v−n (x)−λ have the same sign on Ij whenever j 6∈ Jλ := Vλ(Phv−n )∪

Vλ(v−n ). Hence, Fn(x, y) = ±(Phv−n (x) − v−n (x)) and, therefore,
∫
Ij
Fn(x, y)dx = 0

for j /∈ Jλ.
Now, let j ∈ Jλ. Then, by (11),∫

Ij

Fn(x, y) dx ≤ C1h
1+α|v−n |Lip(1,L1).

Hence, using Lemma 11 and the fact that Phv−n ∈ WL, we obtain

∆2
n ≤ 1

2ε

∫
Ωεn

 ∑
j∈Jun(y)

C1h
1+α|v−n |Lip(1,L1)

 dy

=
C1

2ε
h1+α|v−n |Lip(1,L1)

∫
Ωεn

|Jun(y)| dy

≤ 2C1L

ε
meas(Ωεn)h1+α|v−n |Lip(1,L1) .

We now estimate meas(Ωεn). Recall that diam(A), A ⊂ R, is the length of the
smallest interval containing A. We have

meas(Ωεn) ≤ diam(Ωεn) ≤ 2ε+ diam(Ωn)
≤ 2ε+ 2h+ diam(supp(Phv−n ) ∪ supp(v−n ))
≤ 2ε+ 2h+ 2(M + 1)h+ diam(supp(v−n )) ,

where we used the locality of Ph (property (P3)).
To estimate diam(supp(v−n )) we need the following two inequalities:

diam(supp(v−n )) ≤ diam(supp(vn−1)) + 2‖f ′‖L∞(R)(tn − tn−1),

which follows from Corollary 7, and

diam(supp(vn−1)) = diam(supp(Phv−n−1)) ≤ diam(supp(v−n−1)) + 2(M + 1)h .

Combining these inequalities for k = 0, . . . , n, we have

diam(supp(v−n ))

≤ 2‖f ′‖L∞(R)

n−1∑
k=0

(tk+1 − tk) + 2
n−1∑
k=0

(M + 1)h+ diam(supp(u0))

= 2tn‖f ′‖L∞(R) + 2(M + 1)hn+ diam(supp(u0)) .
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Hence, for all 1 ≤ n ≤ N , we have

diam(supp(v−n )) ≤ 2T ‖f ′‖L∞(R) + 2(M + 1)hN + diam(supp(u0)) .

Consequently,

∆2
n ≤

2C1L

ε

[
2ε+ 2h+ 2(M + 1)h(N + 1) + 2T ‖f ′‖L∞(R)

+ diam(supp(u0))] h1+α|v−n |Lip(1,L1)

or

(26) ∆2
n ≤

C1C4L

ε
h1+α|v−n |Lip(1,L1) ,

where

(27) C4 := 2
[
2 + 2(2M + 3)C3T + 2T ‖f ′‖L∞(R) + diam(supp(u0))

]
(note that we assumed that ε ≤ 1 and used h ≤ 2ε ≤ 2).

We are now ready to finish the proof of Theorem 2. First, combining (23) and
(26), we obtain

N∑
n=1

∆n =
N∑
n=1

∆1
n +

N∑
n=1

∆2
n

≤
(

(1 + C0)
h2

ε
+ LC1C4

h1+α

ε

) N∑
n=1

|v−n |Lip(1,L1).

≤ (1 + C0 + LC1C4)
h1+min{α,1}

ε

N∑
n=1

|v−n |Lip(1,L1).

Next, we use the fact that

|v−n |Lip(1,L1) ≤ |vn−1|Lip(1,L1) ≤ 4L‖vn−1‖L∞(R)

≤ 4LC2‖u0‖L∞(R) ≤ 4LC2‖u0‖Lip(1,L1),

where the first inequality follows from the fact that the entropy solution is variation
diminishing (see (4)), the second inequality is a consequence of (14), the third
estimate follows from the fact that the scheme is uniformly bounded (see Definition
3), while the last estimate follows from (15). Hence,

N∑
n=1

∆n ≤ 4LC2 (1 + C0 + LC1C4)
h1+min{α,1}N

ε
|u0|Lip(1,L1) .

Thus, recalling inequality (8),

‖vN − uN‖L1(R) ≤ ‖u0 − v0‖L1(R)(28)

+|u0|Lip(1,L1)

[
2ε+ 4LC2 (1 + C0 + LC1C4)

h1+min{α,1}N

ε

]
.

Now, choosing ε := N−min{α,1}/2 and recalling that hN ≤ C3T , we get

‖uN − vN‖L1(R) ≤ ‖u0 − v0‖L1(R) + C5N
−min{α,1}/2|u0|Lip(1,L1) ,(29)

where
C5 :=

[
2 + 4LC2 (1 + C0 + LC1C4) (C3T )1+min{α,1}

]
.



1762 KIRILL KOPOTUN, MARIAN NEAMTU, AND BOJAN POPOV

Using (12), we now estimate the first term:

‖u0 − v0‖L1(R) = ‖Phu0 − u0‖L1(R) ≤ (1 + C0)h|u0|Lip(1,L1)

≤ (1 + C0)C3T

N
|u0|Lip(1,L1).

Therefore, the final estimate is

‖uN − vN‖L1(R) ≤ CN−min{α,1}/2|u0|Lip(1,L1),

where C depends on L, M , T , ‖f ′‖L∞(R), diam(supp(u0)), and Ci, 0 ≤ i ≤ 3.

6. Examples

In this section, we give some examples of relaxed entropic schemes (see (E1)-
(E3)). We also give an example (E4) of a scheme that is not relaxed entropic,
satisfies all other conditions of our main result (Theorem 2), and is convergent to
a weak solution which is different from the entropy solution. This shows that the
condition that the scheme is relaxed entropic cannot be removed.

Recall that we consider schemes with exact evolution, i.e., we assume that we
can solve the conservation law (7) exactly for all time intervals (tn, tn+1), where
v(·, tn) = Phv(·, t−n ), 0 ≤ n ≤ N − 1. Here, we restrict ourselves to the special case
where Ph is a conservative projection onto piecewise linear functions. That is, for
g ∈ L1(R),

(30) Phg(x) := gj + σj (x− (j + 1/2)h) , x ∈ Ij , j ∈ Z,

where gj := 1
h

∫
Ij
g dx and σj are appropriately chosen slopes. We also recall the

definition of the classical MinMod limiter

(31) µ(a, b) :=
{

sgn(a) min(|a|, |b|), ab > 0,
0, ab ≤ 0,

and its extension

(32) µ(A) :=


inf(A), A ⊂ R+,
sup(A), A ⊂ R−,
0, otherwise.

We now describe examples of nonoscillatory schemes corresponding to different
choices of σj in (30). Observe that such schemes are WNO with constant L =
[(K + 3)/2], where K is the number of local extrema of u0 (see Remark 7 and also
Theorem 5).

(E1) Entropic scheme (Bouchut et al. [1]):

σj := µ (ζj(y), y ∈ Ij) , j ∈ Z,
where

ζj(y) :=
2
h

(
1

(j + 1)h− y

∫ (j+1)h

y

g dx− 1
y − jh

∫ y

jh

g dx

)
.

This scheme is total variation diminishing and entropic (see Proposition 3.4 in [1]).
Thus, the projection Ph in this case satisfies properties (P1)–(P4) with C0 = C1 = 0.
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(E2) Modified MinMod:

σj := sgn(σ′j) min

|σ′j |, Chα′−1

j+J∑
ν=j−J−1

|∆gν |

 ,

where J ≥ 0 is a fixed integer,

σ′j :=
1
h
µ(∆gj−1,∆gj),

∆gν := gν+1−gν , C is an absolute constant, and α′ > 0. Note that Ph in (30), with
σj replaced by σ′j , is the original MinMod projection. Alternatively, the classical
MinMod scheme (with exact evolution) can be thought of as a limiting case of this
modified scheme if α′ → 0 and C ≥ 1/2. However, we cannot set α′ equal to zero,
since then Theorem 2 does not yield convergence. In fact, while there is numerical
evidence suggesting that the original MinMod is convergent, to our best knowledge
this has not yet been proved rigorously.

Observe that the usual MinMod projection is not entropic (not even relaxed
entropic). On the other hand, we show next that the modified projection is relaxed
entropic. Using the triangle inequality, we have, for g ∈ Lip(1, L1),∫

Ij

(|Phg(x)− λ| − |g(x)− λ|) dx

≤
∫
Ij

|Phg(x)−Ahg(x)| dx +
∫
Ij

(|Ahg(x)− λ| − |g(x)− λ|) dx,

where Ah is the averaging operator defined in (13). Since Ah is entropic, the second
integral on the right-hand side is nonpositive; hence∫

Ij

(|Phg(x)− λ| − |g(x)− λ|) dx

≤
∫
Ij

|Phg(x)−Ahg(x)| dx =
|σj |h2

4

≤ C

4
h1+α′

j+J∑
ν=j−J−1

|∆gν | ≤
C

4
h1+α′ |Ahg|BV(R)

≤ C

4
h1+α′ |g|Lip(1,L1),

which shows that (P4) holds with C1 = C/4 and α = α′ in (11). The remaining
properties (P1)–(P3) are satisfied with C0 = 0 and M = J+1, since it is well known
that the original MinMod method is total variation diminishing and is obviously
local.

(E3) Modified UNO:

σj := sgn(σ′′j ) min

|σ′′j |, C j+J∑
ν=j−J−1

|∆gν |

 ,

where J ≥ 0, C is an absolute constant, and

σ′′j :=
1
h
µ

(
∆gj−1 +

1
2
µ(∆2gj−1,∆2gj),∆gj −

1
2
µ(∆2gj ,∆2gj+1)

)
,
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where ∆2gν := ∆(∆gν) = gν+2−2gν+1 +gν. Note that σ′′j corresponds to the slope
in the original UNO method introduced in [7]. In the above expression for σj , we
use an absolute constant C, rather than Chα

′−1, as in example (E2), because this
will guarantee property (P2). This can be shown as follows:

|Phg|Lip(1,L1) =
∑
j∈Z
|Phg|BV(jh,(j+1)h) +

∑
j∈Z

∣∣Phg ((jh)+
)
− Phg

(
(jh)−

)∣∣
≤

∑
j∈Z
|Phg|BV(jh,(j+1)h) +

∑
j∈Z
|∆gj |+

∑
j∈Z

h

2
(|σj−1|+ |σj |)

= |Ahg|BV(R) + 2h
∑
j∈Z
|σj |,

since
∑

j∈Z |∆gj | = |Ahg|BV(R) and |Phg|BV(jh,(j+1)h) = h|σj |. Using the inequality
|σj | ≤ C

∑j+J
ν=j−J−1 |∆gν |, we arrive at

|Phg|Lip(1,L1) ≤ |Ahg|BV(R) + 2Ch
∑
j∈Z

j+J∑
ν=j−J−1

|∆gν |

= |Ahg|BV(R) + 4C(J + 1)h
∑
j∈Z
|∆gj |

= (1 + 4C(J + 1)h)|Ahg|BV(R) ≤ (1 + 4C(J + 1)h)|g|Lip(1,L1),

which proves property (P2) with C0 = 1 + C̃h := 1 + 4C(J + 1)h. This estimate
guarantees that the method is uniformly bounded. Indeed, using (4), we have

|vn|Lip(1,L1) = |Phv−n |Lip(1,L1) ≤ (1 + C̃h)|v−n |Lip(1,L1) ≤ (1 + C̃h)|vn−1|Lip(1,L1).

Hence, using (15) and hN ≤ C3T , we conclude that

‖vn‖L∞(R) ≤ |vn|Lip(1,L1) ≤ (1 + C̃h)n+1|u0|Lip(1,L1)

≤ (1 + C̃C3T/N)N+1|u0|Lip(1,L1) ≤ C‖u0‖L∞(R).

Note that the total variation of the numerical solution obtained by the original
UNO method may still be uniformly bounded for all time steps. However, even
though this is observed experimentally, we are not aware of a rigorous proof of this
fact.

Finally, (P1) and (P3) are also satisfied, where, for the latter, we have M =
max{2, J + 1}, and (P4) holds with α = 1 (this can be proved as in the previous
example).

To summarize, in the above examples, the projections Ph satisfy conditions (P1)–
(P4) and the corresponding schemes are WNO (for nonoscillating initial data).
Hence, if the initial condition u0 ∈ Lip(1, L1) is compactly supported and has
finitely many extrema, Theorem 2 can be applied to establish the convergence of
these schemes to the entropy solution of (2). Moreover, the estimate (16) is satisfied
with α = 1, α′, 1 for the schemes (E1), (E2), and (E3), respectively.

(E4) A counterexample
In the remainder of this section, we construct an example of a nonoscillatory

scheme which is not relaxed entropic, satisfies all other assumptions of Theorem 2,
but is not convergent to the entropy solution. This shows that one cannot simply
discard the relaxed entropy assumption (P4).
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We consider the initial-value problem (2) for the Burgers equation with Riemann
initial data u0 and final time T . That is,

(33)

 ut + uux = 0, (x, t) ∈ R× (0, T ),

u(x, 0) = u0(x) :=
{

1, x < T,
3, x ≥ T.

It is easy to verify that the entropy solution is

(34) u(x, t) =


1, x < t+ T,
(x− T )/t, t+ T ≤ x < 3t+ T,
3, x ≥ 3t+ T,

and another weak solution is

(35) w(x, t) = u0(x− 2t) =
{

1, x < 2t+ T,
3, x ≥ 2t+ T.

We define a sequence of mesh sizes hk → 0 as

hk :=
2T

2k + 1
, k = 0, 1, . . . ,

and set tnk := n∆tk, n = 0, . . . , Nk, where ∆tk := hk/2 and Nk = T/∆tk = 2k+ 1.
The motivation for the particular choice of hk is that the point x = T (which is the
point of discontinuity of u0) is the midpoint of the interval Ik = [khk, (k + 1)hk).
Since, from now on, we work with a fixed mesh size, we suppress the index k in the
notation.

We now define a projection Ph as follows. If g is nondecreasing on Ij , we define

(36) Phg(x)|Ij :=


essinf
Ij

g, x < yj,

esssup
Ij

g, x ≥ yj,

whereas, if g is nonincreasing on Ij ,

(37) Phg(x)|Ij :=


esssup
Ij

g, x < yj,

essinf
Ij

g, x ≥ yj,

where the yj are chosen so that 1
h

∫
Ij
Phg(x) dx = gj = 1

h

∫
Ij
g(x) dx, j ∈ Z. More-

over, if g is not monotone on Ij , then we set Phg(x)|Ij := gj.
The projection Ph and the scheme that it generates satisfy all conditions of

Theorem 2 except (P4). Indeed, Ph preserves the class WL for any L ∈ N (in fact,
it is also nonoscillatory), is conservative, total variation bounded, and local, but, as
can be easily seen, Ph is not relaxed entropic. For example, if g(x) = xχ[0,h)(x), x ∈
R, then |g|Lip(1,L1) = 2h and the left-hand side of (11) is h2/4 for λ = h/2 and
j = 0. Hence (11) holds for α = 0 only and does not hold for positive α.

Next, we show that the Godunov-type method associated with the projection
Ph does not converge to the entropy solution u. In fact, we prove that the method
converges to the weak solution w.
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Let E∆t be the exact evolution operator, i.e., v(·, t−n ) = E∆tv(·, tn−1). Since
Phu0 = u0 and v(·, tn) = Phv(·, t−n ), we have v(·, tn) = (PhE∆t)nu0. Moreover, it
can be verified (cf. (34)) that

(38) E∆tu0 =


1, x < ∆t+ T,
(x− T )/∆t, ∆t+ T ≤ x < 3∆t+ T,
3, x ≥ 3∆t+ T.

After one time step, we obtain v(·, t1) = PhE∆tu0 = u0(· − h). Note that the
discontinuity of u0(· − h) is at the midpoint of Ik+1. Therefore, by induction, we
arrive at v(·, tn) = u0(· − nh) = w(·, tn), n = 1, . . . , N . This means that the
numerical solution v at all times tn is precisely the weak solution w, i.e., v(·, T )
does not converge to the entropy solution as N →∞.

The above example is instructive in that it shows that there is no convergence to
the entropy solution even if Ph is “almost entropic”. More precisely, for each time
tn, inequality (11) is satisfied for all Ij , j 6= k+n, with g = v(·, t−n ) and C1 = 0, i.e.,
Ph is entropic (with this choice of g) on Ij , j 6= k + n. In addition, inequality (11)
holds for Ik+n with α = 0. Hence, the projection Ph violates (P4) just once for
each time tn, yet the corresponding numerical solution still does not converge to
the “correct” solution.

Finally, we note that, for the sake of simplicity, a noncompactly supported func-
tion u0 is used in the previous example. However, the above arguments can be
readily applied to the initial condition u0χ[0,mT ] (with m large enough), which has
a compact support.
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