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Abstract—In this paper, we describe a 2-D wideband microwave imaging system intended for biomedical imaging. The system is capable of collecting data from 3 to 6 GHz, with 24 coresident antenna elements connected to a vector network analyzer via a 2 × 24 port matrix switch. As one of the major sources of error in the data collection process is a result of the strongly coupling 24 coresident antennas, we provide a novel method to avoid the frequencies where the coupling is large enough to prevent successful imaging. Through the use of two different nonlinear reconstruction schemes, which are an enhanced version of the distorted born iterative method and the multiplicative regularized contrast source inversion method, we show imaging results from dielectric phantoms in free space. The early inversion results show that with the frequency selection procedure applied, the system is capable of quantitatively reconstructing dielectric objects, and show that the use of the wideband data improves the inversion results over single-frequency data.

Index Terms—Biomedical electromagnetic imaging, electromagnetic tomography, inverse problems, microwave imaging.

I. INTRODUCTION

MICROWAVE tomography (MWT) is a promising alternative or complementary biomedical diagnostic technique for conventional soft-tissue imaging modalities. MWT uses microwave scattering measurements in the frequency range of a few hundred megahertz up to a few gigahertz to quantitatively reconstruct the bulk electrical properties, i.e., the permittivity and effective conductivity of the object being imaged. Current or predicted advantages of MWT include the following.

1) its low cost and portability, especially relative to MRI and X-ray computed tomography (CT);
2) its use of safe nonionizing radiation;
3) its ability to image bulk electrical properties as a feature of tissue that is not imaged by most other modalities;
4) its ability, without the use of contrast agents, to quantitatively reconstruct frequency-dependent permittivity and conductivity profiles of living tissue as a way of identifying physiological conditions of those tissues.

One possible application of MWT is in the frequent monitoring of tissue for the early detection of disease. For example, there is evidence to suggest that up to 22% of breast cancers detected by repeated mammographic screening naturally regress [1], and the ability to monitor these cancers with nonionizing radiation would be very useful. Significant progress in microwave imaging has been made in the last decade, with experimental prototypes having been used for the imaging of excised pig’s legs [2], a canine heart [3], and breast tumors [4]. In addition, promising pilot studies for human breast imaging have been completed [5], [6].

In this paper, we present both: 1) a wideband (3–6 GHz) multiantenna MWT system and 2) a novel method to select the operating frequencies of the system such that coupling from the coresident antennas is minimized. The system operates at a small number of single frequencies to create quantitative images of the complex dielectric permittivity. To the best of our knowledge, this frequency range is a significant increase in frequency range over any previously reported MWT systems, e.g., see [2], and [7]–[9], and it is well known that multifrequency measurements lead to improvements in image quality, e.g., see [10]–[12]. As the system utilizes an array of 24 coresident antennas that are both directive and can be highly coupling, a naive selection of the operating frequencies does not lead to effective MWT imaging, and the frequency selection method outlined herein offers an improvement in imaging results.

Microwave scattering data are converted to images via one of two nonlinear inversion algorithms: an enhanced version of the distorted born iterative method (DBIM), and the multiplicative regularized contrast source inversion (MR-CSI) method. The use of nonlinear inversion algorithms is necessary because linearizing assumptions about wave propagation, which allow for much simpler imaging algorithms, do not accurately model the actual physics. We utilize two different inversion algorithms in order to better show the abilities of the frequency selection procedure and the MWT system. This paper is not intended as a comparison of the two inversion algorithms.
Herein, we consider the MWT system operating in free space, although for planned future biomedical imaging, a matching fluid will need to be added to the system (which may necessitate the redesign of some components). We utilize dielectric targets that have contrasts similar to or greater than the contrasts expected for biomedical targets. The use of free space allows us to characterize the MWT system in an environment that is both more noisy (due to external noise) and more complicated than a system with a matching fluid. For example, a matching fluid will reduce both external noise sources and reduce the coupling between the antennas.

In its current configuration, the wideband MWT system assumes that both imaging targets and wave-field propagation is 2-D. In this case, the $E_z$ field is given by the scalar Helmholtz equation.

This paper is organized as follows. In Section II, we provide an overview of the MWT system and antennas. In Section III, we discuss the inversion problem formulation and the inversion algorithms. Section IV discusses the data collection and calibration, as well as the antenna-coupling analysis. In Section V, we show the inversion results for two different dielectric phantoms, followed by a discussion and conclusion.

II. OVERVIEW OF SYSTEM

A photograph of the current prototype is shown in Fig. 1. We have employed a two-port Agilent 8363B PNA-series network analyzer (NA) as our microwave source and receiver, capable of producing measurements at discrete frequencies or sweeps within the required frequencies at an approximate system dynamic range of 122 dB (an additional 15 dB of dynamic range is available using the configurable test set). The NA is connected to the antennas with a 2 $\times$ 24 cross-bar mechanical switch (Agilent 87050A-K24), which provides isolation of greater than 95 dB over the frequency range of interest. Twenty-four antennas are arranged at even intervals of 15° in a circular array at the midpoint height along the inside of a plastic cylinder. The cylinder has a radius of $\approx$22 cm, is 50.8 cm tall, and is watertight, allowing it to be filled with a matching liquid (not utilized in this paper). The future use of a matching fluid may necessitate even higher isolation than 95 dB, and a redesign of the switch, but solutions to this do exist, e.g., see [13]. For use with certain classes of test targets, there is also a motor assembly located underneath the cylinder support structure that consists of two precision stepper motors arranged to provide accurate positioning of the target within the chamber. The test target may be placed on a plastic platform mounted on a central nylon pillar protruding from a water-tight, sealed hole in the center of the cylinder’s bottom boundary, and can be rotated 360° (at increments smaller than 1°, if needed). A vertical movement range for the pillar of roughly 15 cm is also accommodated by the motor assembly to provide full 3-D positioning of the target through the 2-D plane of the antenna array.

Communication between the NA, switch, and the controlling computer is accomplished through the general-purpose interface bus (GPIB), operating via a GPIB-Ethernet hub. The data acquisition process is entirely automated. A full measurement at a single frequency (23 $\times$ 24 = 552 data points) takes less than 1 min (this time depends highly on the sweep time utilized for the NA). It is possible to further reduce this time, which will ultimately be limited by the stabilization time of the mechanical switch.

A. Antenna Description

For this system, we utilize Vivaldi antennas [14], which have been specifically designed and improved for this near-field microwave imaging system [15]. The design bandwidth of the antennas is from 3 to 10 GHz, although, in practice, we have found them to be usable from 2 to 10 GHz. These antennas utilize a double-layer construction that significantly reduces the cross-polarization level of radiation pattern [15]. This is critical to the use of the scalar 2-D assumption about the wave propagation in the chamber, as antennas that create and detect $x$- and $y$-polarized fields would seriously degrade the resultant images. A picture of one of the antennas is shown in Fig. 2.

It is further desirable that these antennas have a radiation pattern as similar as possible to an ideal 2-D line-source ideal radiator, as this is the assumed source for the inversion algorithms used throughout. A plot of the gain pattern of a single antenna in the far-field region for the $E_z$ polarization in the $x$–$y$
plane is given in Fig. 3. The main beam has a 70° half-power beamwidth and is relatively flat across the center of the beam. While we expect this pattern to be significantly different inside the chamber (with the other coresident antennas), we experimentally choose specific frequencies at which the coupling to the other antennas is minimized. At these frequencies, we speculate that the incident field is reasonably close to that of an ideal 2-D line source inside the inversion domain.

The antennas are, however, more directive than a true 2-D line source. While this runs counter to the incident field assumption, it minimizes the coupling between the nearest nonactive antennas to the active (transmitting) antenna, which is also a problem for the inversion process.

III. PROBLEM FORMULATION

Under the assumption of 2-D objects and field excitation, the total electric field in the z direction satisfies the scalar Helmholtz equation. The total field may be split into incident and scattered parts: \( E_z^{\text{tot}} = E_z^{\text{inc}} + E_z^{\text{sct}} \), and the scattered field can be shown to satisfy [16]

\[
\nabla^2 + k_b^2(r)E_z^{\text{sct}}(r) = -k_b^2(r)\chi(r)E_z^{\text{tot}}(r)
\]

where \( k_b = \sqrt{\omega^2 \mu_0 \varepsilon_b} \) is the background wavenumber, and the electric contrast is given by

\[
\chi(r) = \frac{\varepsilon(r) - \varepsilon_b}{\varepsilon_b}
\]

where \( \varepsilon_b \) is the complex permittivity of the background medium. The permittivities are taken to be complex so as to allow the modeling of both polarization and conductive losses. By assuming an \( e^{j\omega t} \) time dependency, the complex permittivity of an object may be written as

\[
\varepsilon(r) = \varepsilon'(r) + j\varepsilon''(r)
\]

where \( \varepsilon'' \) is the imaginary (lossy) part of the complex permittivity.

A. Inversion Algorithms

In order to invert the data taken from this MWT system, we have implemented [17] two distinct inversion algorithms: the MR-CSI method [18], [19] and an enhanced version of the DBIM [20] (which is equivalent to the Gauss–Newton inversion method [21]). Both algorithms formulate the mathematical inverse problem as a nonlinear optimization problem that is iteratively solved for the complex permittivity of the unknown scatterer. The most significant difference between the two algorithms is that the enhanced-DBIM approach requires the repeated use of a forward solver, while the MR-CSI method does not.

Briefly, the DBIM method attempts to find the contrast that minimizes the objective function

\[
F_{\text{DBIM}}(\chi) = \left\| \tilde{E}_z^{\text{sct}} - E_z^{\text{sct}}(\chi) \right\|^2_S
\]

where \( \tilde{E}_z^{\text{sct}} \) is the measured scattered field, \( E_z^{\text{sct}}(\chi) \) represents the predicted scattered field from the estimated contrast \( \chi \), and \( S \) denotes the measurement surface. The minimization is accomplished by approximating the function with a Taylor expansion.

\[
F_{\text{CSI}}(\chi, w) = \frac{\left\| E_z^{\text{sct}} - G_S \{ w \} \right\|^2_S}{\left\| E_z^{\text{inc}} \right\|^2_S} + \frac{\left\| \chi E_z^{\text{inc}} - w + \chi G_D \{ w \} \right\|^2_D}{\sum_m \| \chi E_z^{\text{inc}} \|^2_D}
\]

where \( G_S \) and \( G_D \) represent Green’s function operators [19], the contrast sources are given by \( w(r) = E_z(r)\chi(r) \), and \( D \) denotes the domain where the scatterer is located. The CSI method forms two interlaced sequences in \( \chi \) and \( w \), which are minimized by an interlaced application of the conjugate gradient method. The use of: 1) the different objective function and 2) two unknowns allows the objective function to be minimized without any external regularization, and without calling a forward solver.

Both inversion methods are further enhanced with a multiplicative regularizer (for details, see [17], [18], and [19]). The use of a multiplicative regularizer significantly enhances the performance of the inversion algorithms. With the use of the MR term, we call the DBIM approach the enhanced-DBIM approach.

IV. DATA COLLECTION AND SYSTEM CALIBRATION

As the MWT inversion algorithms require scattered field measurements, and any physical system is only capable of detecting the total field, the raw data are first collected for the MWT system with no scatterer present. These data, labeled the “incident” measurement, are then subtracted from all the subsequent data to produce the scattered field data.
The scattered data must then be calibrated. There are two purposes for the calibration: 1) to convert the \( S_{21} \) values of the NA into \( E_{z}^{\text{tot}} \) \((E_2)\) field values used in the inversion algorithms and 2) to eliminate/compensate for as many measurement errors as possible. To perform the calibration, we first measure scattered data from a metallic cylinder with a known radius placed in the middle of the chamber. We denote these \( S \) parameters as \( S_{21}^{\text{known}} \). Next, the scattering experiment is repeated, but with the unknown target present. These \( S \) parameters are denoted \( S_{21}^{\text{unknown}} \). Assuming a 2-D line-source-generated incident field, we further denote the analytic scattered fields from the known metallic cylinder as \( u_{\text{known}}^{\text{sct}} \). These values are calculated analytically [24].

Finally, the calibrated measured fields for the unknown target are calculated by

\[
 u_{\text{cal}}^{\text{sct}} = \frac{u_{\text{known}}^{\text{sct}}}{S_{21}^{\text{known}}} S_{21}^{\text{unknown}} \quad . 
\]

This method of calibration will eliminate any errors that are constant over the two \((S_{21}^{\text{known}} \text{ known and unknown})\) measurements. Examples of these types of “removable” errors include cable losses and phase shifts, or mismatches at connectors. However, there are other factors in the measurement that are not constant between the two measurements, and thus, not entirely removed via the aforementioned calibration object. For example, the antenna factor is not guaranteed to be the same for the known and unknown measurements (as the system is operating in the near field). Another error that is not entirely compensated for is the antenna coupling, as the coupling will change when different scatterers are present in the chamber. For these reasons, the known object should be as similar as possible to the expected class of unknown target.

While some MWT systems utilize the “known” object to be the empty chamber (i.e., the incident measurement is utilized) [13], [25], we have found that the use of a metallic cylinder calibration object improves the inversion results for our system (see the results shortly). A well-characterized penetrable scatter used for calibration would eliminate more systematic errors, and provide even better imaging results, but due to the ease of characterization, we have utilized a metallic cylinder.

V. ANTENNA COUPLING AND FREQUENCY SELECTION PROCEDURE

In the current free-space configuration, one of the largest sources of error is the antenna coupling, which tends to change the radiation properties of the antennas. The coupling between the antennas will significantly change depending upon the total fields. As the total fields result from the scatterer inside the MWT system, the antenna coupling is a source of error that is not entirely removable by the calibration procedure.

To obtain usable frequencies for our inverse scattering experiments, we first measure the \( S_{11} \) parameter for a single antenna when no other antennas are present in the tank. This measurement is shown as the thick black line in Fig. 4. Next, the other 23 antennas are all placed in the MWT system, and the remaining \( S_{ii} \) measurements are taken. These measurements are shown as the colored lines in Fig. 4.

The \( S_{ii} \) measurement of Fig. 4 provides an idea of where the antennas are strongly/weakly coupling. We have found this plot to be predictive of which frequencies will provide reasonable imaging results, and which frequencies will not. The usable-frequency selection is accomplished by avoiding the frequencies where there are large differences between the single antenna measurement and the coresident measurement. For example, there is a significant difference between the single and coresident measurements at 3.5 and 4 GHz, while there are much smaller differences at 3 and 4.5 GHz. In order to show the effects of these differences, in Figs. 5 and 6, we compare the analytic scattered fields from a metallic cylinder of radius 4.445 cm versus the calibrated measurement at 3, 3.5, 4, and 4.5 GHz. At the two frequencies where the coresident \( S_{ii} \) measurements are significantly different than the free-space single \( S_{ii} \) antenna measurement (3.5 and 4 GHz), the calibrated measurements are much worse for both magnitude and phase. For example, the maximum relative error at 3.5 GHz is \( \approx 70\% \), while
Fig. 5. Magnitude and phase comparison of scattered fields \( E_z \) from a PEC cylinder at frequencies where the effects of antenna coupling are large. (a) 3.5 GHz. (b) 4 GHz. The solid blue line shows the analytic solution and the calibrated measured fields are shown with a dashed red line. The radius of the cylinder is 4.445 cm.

Fig. 6. Magnitude and phase comparison of scattered fields \( E_z \) from a PEC cylinder at frequencies where the effects of antenna coupling are small. (a) 3 GHz. (b) 4.5 GHz. The solid blue line shows the analytic solution and the calibrated measured fields are shown with a dashed red line. The radius of the cylinder is 4.445 cm.

the maximum relative error at 3 GHz is \( \approx 20\% \). These figures provide justification for the use of this basic method for avoiding the frequencies where the antennas are strongly coupling.

As is illustrated from Fig. 4, there are many more frequencies where the coupling is significant than minimal. Thus, in order to achieve a reasonable number of usable frequencies (e.g., 3), the wide bandwidth of the system is an important design feature.

We do note that even for the cases where the coupling seems to be minimal (see Fig. 6), there are still significant errors (e.g., at 4.5 GHz, the maximum relative error is \( \approx 25\% \)). These errors are most likely due to the continued near-field coupling between the antennas, and the fact that the metallic scatterers used for the calibration of the system and \( S_i \) comparison purposes were not true 2-D objects. This conjecture is based on the fact that other MWT systems with 2-D objects and far-field antennas do not see errors as large as this [26], [27]. We do note, however, that some near-field MWT systems have errors on the same order as this system [28]. For reference, the metallic cylinder used for calibration has a radius of 2.54 cm and is 65 cm tall, while the cylinder used for the comparison measurement has a radius of 4.445 cm and a height of 46 cm. Cylinders of different radii were selected to avoid calibrating and measuring the scattered fields with the same object, which would have provided an overly optimistic estimation of the experimental system accuracy.

VI. Results

For all experimental reconstructions, the only constraint on the minimization utilized was to keep the contrast within physical ranges (i.e., \( \text{Re}(\chi) > 0 \) and \( -\text{Im}(\chi) > 0 \)). This was accomplished by overwriting the values at the end of each iteration in the inversion process.

For the enhanced-DBIM method, we utilize a frequency-hopping approach for the multifrequency inversions. With the frequency-hopping scheme, data from each frequency are inverted independently, and the solution from the lower frequency is used as the initial guess for the next higher frequency [29], [30]. We have found the DBIM to be better suited
to a frequency-hopping approach than a simultaneous multifrequency reconstruction, which we speculate is due to the use of the Born approximation as the initial guess, which is very problematic for the higher frequencies. For the MR-CSI method, we utilize a simultaneous multifrequency reconstruction (e.g., see [11] and [12]), where data from every frequency are utilized simultaneously. The data at each frequency are equally weighted. In our experience, the MR-CSI method produces better results with the simultaneous approach. These two different techniques are selected so that the best possible images from each class of algorithm are shown. The approximate time for a single-frequency inversion for the enhanced-DBIM algorithm is 23 min on a 2.66-GHz machine, and the MR-CSI inversion is 18 min on a 2.66-GHz machine.

A. Scatterer 1

As initial phantom experiments, we utilize a circular nylon-66 cylinder with a diameter of 3.8 cm (1.5 in) and an (approximately) square-cross-section wooden block. With the Agilent 85070E dielectric probe kit, we measured the wood to have a contrast of $\chi_{\text{wood}} \approx 1.0 - j0.2$ at 3 GHz. As the nylon-66 cylinder is too small for accurate bulk-material measurement, we utilize the published contrast of $\chi_{\text{nyl}} \approx 2.0 - j0.03$ at 3 GHz [24].

Multifrequency probe measurements of these two targets has determined that lossy part of the permittivity increases as the frequency increases. This runs counter to the usual “Maxwell model” [18], [19], where $\varepsilon'(r, \omega) = \sigma(r)/\omega\epsilon_0$. We, therefore, assume a slightly better model where the lossy part of the dielectric does not vary with respect to frequency, i.e., $\varepsilon''(r, \omega) = \varepsilon''(r)$.

The targets were placed in the chamber, as shown in Fig. 7, with an air background, and $23 \times 24$ measurements were taken for the frequencies of 3 and 6 GHz.

The single-frequency 3 GHz reconstruction from the enhanced-DBIM method is shown in Fig. 8(a) and (b), and the frequency-hopping-based reconstruction is shown in Fig. 8(c) and (d).

For the 3-GHz enhanced-DBIM reconstruction [see Fig. 8(a) and (b)], we note that the real part of the contrast shows the overall structure of the targets quite well, but the reconstruction for nylon is 20% low: Re$(\chi_{\text{recon}}) = 1.6$ instead of the expected value of Re$(\chi) = 2.0$. For the wooden object, the real part of the contrast is reconstructed as $\approx 1.1$, within 10%, and the reconstruction shows a homogeneous region (which is what we expect). For the imaginary part of the enhanced-DBIM 3-GHz reconstruction, we note that the presence of the two distinct objects is clear, but the imaginary part of the nylon is overestimated (Im$(\chi_{\text{recon}}) \approx -0.6$, when it should be Im$(\chi) = -0.03$). Further, the imaginary part of the contrast for the wooden object is not homogeneous, although the expected value of Im$(\chi) = -0.2$ is achieved in the center.

For the 3- and 6-GHz enhanced-DBIM reconstruction, the contrast of the nylon is closer to the expected value than for the single-frequency case for the imaginary part (Im$(\chi_{\text{recon}}) \approx -j0.45$). For the wood, the real part is again accurate (roughly the same as for the 3-GHz reconstruction). The edges of the objects are visible in the imaginary part of the reconstructed contrast, and the interior of the wood is more homogeneous, but the edges of the wood show some overshoot (in one particular spot, Im$(\chi_{\text{recon}}) \approx -0.4$ when the expected value is $-0.2$).

The single-frequency MR-CSI reconstruction at 3 GHz is shown in Fig. 9(a) and (b), and the simultaneous multifrequency reconstruction from 3 and 6 GHz data is shown in Fig. 9(c) and (d). Similar to the enhanced-DBIM case, the MR-CSI 3-GHz reconstruction underestimates the value of the nylon cylinder to be Re$(\chi_{\text{recon}}) \approx 1.6$, when it should be 2.0. The edges of the wood are not reconstructed as straight lines, and while the real part of the contrast is homogeneous, the value of the contrast is 15%, which is too low: Re$(\chi_{\text{recon}}) \approx 0.85$ instead of 1.0. For the imaginary part of the reconstruction, the contrast for the nylon is also overestimated ($-0.6$ instead of $-0.03$), and there is a point of high loss in the wood ($-0.4$ instead of $-0.2$).

In the multifrequency MR-CSI reconstruction [see Fig. 9(c) and (d)], the real part of the contrast underestimates the value of nylon, but is within 10% of the value for the wood (1.1). Additionally, the edges of the wood are much straighter. The imaginary part of the contrast does accurately show the presence of the nylon (i.e., shows a contrast of zero when it should be $-0.03$), but all values of Im$(\chi_{\text{recon}})$ are not underestimated.
Fig. 9. (a) $\text{Re}(\chi)$ and (b) $-\text{Im}(\chi)$ show MR-CSI reconstruction for phantom 1 at 3 GHz. (c) and (d) show the real and imaginary parts of $\chi$ for the MR-CSI reconstruction of phantom 1 using a simultaneous frequency reconstruction at 3 and 6 GHz. Dimensions are in meters.

Fig. 10. Scatterer 2: Dielectric phantom target consisting of PVC and nylon cylinders. The separation between the cylinders was 1 cm.

reconstruction of the wood is again inhomogeneous in $\text{Im}(\chi)$ reconstruction.

Finally, we also note that the off-axis rotation of the wood in all reconstructions reflects the physical orientation of the wood for the measurement.

B. Scatterer 2

The second scatterer consists of the same nylon cylinder, but this time combined with a hollow polyvinylchloride (PVC) cylinder. A photograph of the phantom is shown in Fig. 10. The thickness of the PVC cylinder is $\approx 0.6$ cm, and has a radius of $\approx 6.5$ cm. The permittivity of the PVC cylinder was not measured, because the thin width of the cylinder wall would make the measurements invalid (the measurement would require a larger mass of PVC). However, published values [31] give the contrast of PVC at 3 GHz as $\chi_{\text{PVC}} \approx 1.5 - j0.01$.

For this phantom, data were collected at 3, 4.5, and 6 GHz. We show reconstructions at each individual frequency, as well as the full-frequency reconstructions. The enhanced-DBIM reconstruction at 3 GHz is shown in Fig. 11(a) and (b), the 4.5 GHz reconstruction is shown in (c) and (d), the 6 GHz reconstruction is shown in (e) and (f), and the marching-on-frequency reconstruction is shown in (g) and (h). The MR-CSI reconstructions at the equivalent frequencies are shown in Fig. 12.

The enhanced-DBIM 3-GHz reconstruction [see Fig. 11(a) and (b)] overestimates the real part of the contrast for the nylon (2.2 instead of 2.0). The thickness of the PVC is estimated to be too wide ($\approx 1.7$ cm instead of 0.6 cm). In the imaginary part of the enhanced-DBIM 3-GHz reconstruction, the overall structure of the phantom is not visible. This is mostly due to the large artifact in the center of the PVC pipe. The value of $\text{Im}(\chi_{\text{recon}})$ for the nylon is $-0.2$, but the edges are blurred. The 4.5-GHz inversion shows some improvements, in that the reconstructed contrast of both the PVC and teflon are closer to the true values, although the imaginary part contains only a few edges, and the overall structure is not visible. The 6-GHz reconstruction has many artifacts and the inversion underestimates the real part of the contrast by 75%.

The multifrequency enhanced-DBIM reconstruction [see Fig. 11(c) and (d)] clearly shows the object in the real part.
Fig. 12. MR-CSI reconstruction of the dielectric phantom 2. (a) Re(χ) and (b) −Im(χ) of the reconstruction at 3 GHz. (c) Re(χ) and (d) −Im(χ) at 4.5 GHz. (e) Re(χ) and (f) −Im(χ) at 6 GHz. (g) Re(χ) and (h) −Im(χ) of the reconstructions using a simultaneous frequency reconstruction at 3, 4.5, and 6 GHz. Scales are not the same for each frequency, and dimensions are in meters.

of the reconstruction, and the nylon cylinder is slightly overshot. The real part of the PVC pipe reconstruction is thinner and closer to the actual size (≈1.2 cm). In the imaginary part of the reconstruction, the nylon’s shape is not really visible, and the value is overshot (−0.3 instead of −0.03). Additionally, in the imaginary part of the PVC, pipe’s shape does not follow the entire way around the cylinder.

In the 3-GHz single-frequency MR-CSI reconstruction, there is again an overestimate of the real part of the contrast for the nylon (2.3). The separation of the PVC and nylon is not at all clear and they are blurred together. The overall shape of the PVC cylinder is clear, but the thickness is overestimated (≈1.67 cm instead of 0.6 cm). In the imaginary part of the reconstruction, the PVC is shown to be about 1.67 cm in width. The imaginary part of the reconstruction shows the nylon size (3.8 cm) and contrast quite accurately (i.e., −0.1 when it should be −0.13). In the imaginary reconstruction, the PVC shape is visible, but does include some artifacts. Additionally, there still is a large artifact in the center of the imaging domain.

1) Incident-Field-Based Calibration: We utilize scatterer 2 to show the results of calibrating the MWT system with incident fields, as opposed to the normal method of calibrating the MWT system with the scattered fields from a metallic cylinder. For the incident field calibration, the quantities $u_{\text{scat,known}}$ and $S_{\text{scat,known}}$ in (6) are replaced with the incident field parameters: $u_{\text{inc,known}}$ and $S_{\text{inc,known}}$. Excepting the calibration procedure, all other parameters were kept the same as for the previous cases.

The multi-frequency 3–6 GHz MR-CSI inversion results for scatterer 2 with incident field calibration are shown in Fig. 13. In this case, real part of the contrast is more blurred than for the usual case, and the peak value of the nylon cylinder is much lower than expected (≈1). The imaginary part of the contrast consists entirely of artifacts.

C. Discussion of Results

In both phantoms, the multifrequency reconstructions were an improvement over the single-frequency case. This is particularly apparent in the imaginary part of the permittivity of scatterer 2. As expected through the use of higher frequency data, the multifrequency reconstructions had less blurred edges. As well, in phantom 2, both the enhanced-DBIM and the MR-CSI multifrequency reconstructions clearly show that two distinct objects are present, and in the enhanced-DBIM case, the separation of the two objects is (arguably) visible (the physical separation was 1 cm, or 1/5 of λ at the highest frequency). The 6-GHz reconstructions of scatterer 2 show that the use of multifrequency data is important; we cannot simply invert the 6-GHz data and get the best result.

In general, the exact contrast/permittivity values were not obtained. For example, in the multifrequency MR-CSI reconstruction of phantom 2, the permittivity of the nylon is reconstructed...
as $\text{Re}(\chi_{\text{recon}}) = 1.8$, when we expect it to be $\text{Re}(\chi) = 2.0$. The imaginary part of the permittivity is, in general, not accurately reconstructed, and there are many artifacts in the imaginary part of the reconstructions. This has been seen in other systems [8]. The problems in the imaginary part of the reconstructions were, however, improved with the use of multifrequency data.

We suspect that these errors in the reconstructions are primarily due to the large amount of measurement noise caused by the coupling of the antennas. Other sources of error, such as the assumption of a 2-D line-source-based incident field are probably less significant, and/or are adequately compensated for by the calibration process. We expect that when the MWT system is filled with a matching fluid, the antenna coupling will become significantly less noticeable due to losses in the fluid.

The results in Fig. 13 validate our use of a metallic cylinder as a calibration object (as opposed to the more common incident-field calibration method). For this particular system, the use of the metallic reference cylinder has provided better results, which may possibly be further improved through the use of a reference scatterer, which is even closer to the class of unknown scatterers to be imaged.

VII. CONCLUSION

We have described an wideband microwave imaging system, capable of collecting data from 3 to 6 GHz. Furthermore, we have devised a simple method of avoiding the frequencies where the antenna coupling is too large for effective imaging, and utilized this method successfully in a complicated multiantenna environment. This simple method of selecting frequencies requires the wide-bandwidth of the system for effective operation. We have shown successful reconstructions of dielectric phantoms with contrasts similar or higher than those expected from biomedical targets. The results show that: 1) the collection of multifrequency data in a complex multiantenna environment is possible with a simple calibration procedure, as long as certain frequencies are avoided, and 2) images are improved by the use of this multifrequency data.
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