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Abstract—Ultrawide-band radar target discrimination schemes have
been of great interest during the last two decades. One of the most used
methods is the so-called E-pulse discrimination scheme [1], which is based
on the late-time impulse response of a target. Traditional techniques to
construct the proper E-pulses require the determination of the natural
frequencies as an intermediate step. Here, we present a technique that
allows us to obtain the required E-pulses directly. The approach suggested
is applied to two simple three-dimensional (3-D) targets: a rectangular
cavity and a strip with a fin.

Index Terms—Radar target recognition, ultrawide-band radar.

I. INTRODUCTION

Radar target identification methods using the time-domain impulse
response of a target, so-called ultrawide-band (UWB) radar discrimi-
nation schemes, have generated considerable interest recently [2]. One
of the most frequently used techniques, the so-called E-pulse scheme,
was described in [1] and is based on the discrimination of the target
using the late portion of the target response. The late-time response
contains free oscillations that are defined by the natural frequencies
of the corresponding target. This technique is aspect independent
and produces reasonable results even in a noisy background. The
original procedure assumes that the natural frequency of the target
is known a priori or can be estimated from the measurements [1].
A large variety of techniques to determine natural frequencies are
available [3]. It has also been shown that this intermediate step
is very sensitive to the level of noise in the measurements. Some
techniques were independent on such an estimation, however, they
utilize a computationally expensive optimization [4]–[6]. Another
problem is that the length of the E-pulse defined by the natural
frequencies is relatively large, making the scheme more sensitive to
noise. Here, we suggest a technique based on the auto-regressive (AR)
representation of the E-pulse, which does not usea priori knowledge
about the natural frequencies and can produce shorter E-pulses than
those obtained by conventional methods.

II. M ODEL OF THE LATE-TIME RESPONSE

AND E-PULSE DISCRIMINATION SCHEME

In [8], Baum proposed a simplified model of the late-time response
of a target to a short incident pulse

r(t) =

N

n=1

rn � exp(�nt) � cos(!nt+ �n); t > Tl: (1)
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Fig. 1. Geometry of the rectangular cavity and the strip with fin used in the
FDTD simulation; dimensions are given in centimeters.

Here,sn = �n+ j!n are the aspect independent natural frequencies
of the nth target mode,rn and �n are aspect dependent modal
amplitudes and phases,N is a number of natural frequencies, andTl

is the aspect-dependent time instance at which the late-time response
begins.

The E-pulse waveforme(t) for a particular target is defined [1]
such that

c(t) =
t

T

e(�)r(t� �)d� = e(t) � r(t) = 0;

t > TL = Tl + Te (2)

whereTe is the duration ofe(t), andr(t) is the response of the target
from any aspect angle. The original procedure to derive the E-pulse
for a given target consists of two steps: 1) extraction of poles from
the measured impulse response of the target or its scale model [1]
and 2) obtain the desired waveform fore(t) using one of several
methods described in [1] and [5]–[10].

To achieve target discrimination using E-pulses, the response from
an unknown targetv(t) is convolved with each of the E-pulses in a
data baseci(t) = ei(t) � v(t), 1 � i � I whereI is the number of
models stored in the database. In an ideal situation ifck(t) in late-
time is zero, we have a matchkth target. Realistically, the convolution
which is closest to zero identifies the target.

A quantitative method of determining “closest to zero” is the
E-pulse discrimination number (EDN) [1]

EDN =
T +W

T

c
2(t)dt

T +W

T

e
2(t)dt: (3)

It is a measure of the deviation from the expected value of zero
late-time energy. The choice of window durationW depends on the
duration of the target response. The E-pulses producing the smallest
EDN identifies the target.

Most of a target cannot be considered as “purely” resonant. This
means that the total response consists of a number of sharp pulses,
as well as late-time portion of the response, representing dispersive
waveguide modes, etc. It was shown in [7] how to create E-pulses
for this situation preserving the main property of the E-pulses; they
remain aspect-independent fixed-length waveforms allowing signal
annihilation according to (2).
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Fig. 2. Impulse response and corresponding E-pulse (inset) for the cavity.

III. AR B ASED E-PULSES

Since we assume the model of the target response in the form (1),
it should satisfy the following auto-regressive (AR) equation [3]

yk+a1 �yk�1+a2 �yk�2+ � � �+an �yk�n = 0;

n

i=0

ai �yk�i = 0

(4)
wherea0 = 1. Since this can be thought of as a convolution sum
and since it is equal to zero, the vector[an an�1 � � � a1 1],
represents the discretized E-pulse. Determination of the AR model
can be achieved without the calculation of the natural frequencies in
(1), using Yule–Walker algorithm, discussed in details in [3].

To find where exactly the late-time part of a target response begins,
we have used the following algorithm.

1) Suppose the available data set isfDig, i = 1; � � � ; N . Then
consider a subset of datafdjg = fDjg, j = k; � � � ; N where
k > l, l being the index of the data point at which the late
time starts.

2) Determine the AR parameters forfdjg.
3) If the change in the AR parameters with respect to their

previous values is lower than a threshold, decreasek and return
to 1); otherwise stop.

In other words, we estimate the AR parameters successively for
each response by starting from the end of the response and adding
more and more data points to the data set being analyzed. These AR
parameters were compared to each other and when a change between
two successive sets was observed, the beginning of the late-time part
was identified.

In contrast to the E-pulses constructed using the procedure de-
scribed in [1], where the duration of the AR based E-pulse depends on
the time step between samples and so it can be made relatively short.
This allows us to process a wider window when convolving with the
unknown target response and thus outperform longer E-pulses when
signal to noise ratio is considered. In our simulations the time step
is �t = 0:01 ns, so the total length of the corresponding E-pulse is
Te = 0:2 ns. The dominant pole has frequency! = 1:2 GHz. This
means that the length of the E-pulse, obtained using the traditional
technique is (taking into account the same 20 poles as in the AR
model) Te = 2�=! � 5:2 ns.

IV. NUMERICAL SIMULATIONS

To validate our technique we used impulse responses obtained for
cavity and a finned strip shown in Fig. 1. These responses were

TABLE I
EDN NUMBERS OBTAINED BY CONVOLVING THE CAVITY AND STRIP

RESPONSES ATTHREE DIFFERENT ANGLES WITH THE TWO E-PULSES

simulated using finite-difference time-domain (FDTD) technique.
Discretized response of the length of 4500 samples was obtained
with sample time�t = 0:01 ns.

The beginning of the late-time response was determined as 1200th
and 1500th samples, respectively. E-pulses were created using the
AR parameters as described in the previous section. Using 20
AR parameters the E-pulses for both objects were calculated. As
described earlier, the convolution has to be close to zero from
t > TL = Tl + Te and, therefore, the convolution results were
considered only from steps 1220 and 1480, respectively. In order to
show the aspect independence of this new E-pulse, the responses of
the two objects at three different angles,� = 0; 30�; 60� for the cavity
and � = 10�; 40�; 70� for the strip were simulated and the EDN
numbers for every possible combination were calculated (Table I).
The AR E-pulses were obtained using the� = 0� for cavity and
� = 10� for the strip. One example of calculated impulse response
and corresponding E-pulse are shown in Fig. 2.

It can be seen from Table I that, since the EDN numbers obtained
by convolving the cavity E-pulse with the three cavity responses are
lower than the EDN numbers obtained by convolving a different
E-pulse with the same responses, this method discriminates well
between the two targets.

Although the two E-pulses were obtained from the responses
exclusively at angle 0� for cavity and 10� for strip, they could
discriminate between the two targets at any angle. This brings
evidence to the aspect independence of this type of E-pulse.

V. CONCLUSIONS

We have shown how the AR model can be used to create a new
family of E-pulses and how target identification can be achieved when
using enough parameters in the AR model. The length of such E-
pulses may be less then those obtained by the traditional methods.
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Identification of an unknown target was accomplished by convolving
its response with the E-pulses available in our database, after which
the EDN’s were calculated. Both methods showed that when using 20
parameters in the AR model, “unknown” targets could be identified
correctly.
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