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A Novel Microwave Tomography System Using a
Rotatable Conductive Enclosure
Puyan Mojabi, Member, IEEE, and Joe LoVetri, Senior Member, IEEE

Abstract—A novel microwave tomography (MWT) setup is pro-
posed wherein a rotatable conductive enclosure is used to generate
electromagnetic scattering data that are collected at each static po-
sition of the enclosure using a minimal antenna array having as
few as only four co-resident elements. The antenna array remains
fixed with respect to the target being imaged and only the boundary
of the conductive enclosure is rotated. To show that non-redun-
dant scattering data can be generated in this way several 2D trans-
verse magnetic imaging examples are considered using single-fre-
quency synthetic data. For each example, the reconstruction of the
complex permittivity profile is compared to that obtained using a
homogeneous open-region MWT setup having 16 co-resident an-
tennas. The weighted �-norm total variation multiplicative-reg-
ularized Gauss-Newton inversion (MR-GNI) is used for all inver-
sions and for the new MWT setup the data collected at all posi-
tions of the conductive enclosure are inverted simultaneously. The
quality of images obtained from the two systems is similar, but the
advantage of the new configuration is its use of a fixed minimal an-
tenna array which will put less of a burden on the numerical system
model.

Index Terms—Microwave tomography, inverse scattering.

I. INTRODUCTION

C ONTRIBUTIONS to microwave tomography have been
made in all aspects of the technology, especially the

development of improved inversion algorithms, e.g., [1]–[5].
During the past two decades, the actual physical setup used
to collect the required electromagnetic scattering data has not
undergone much innovation, other than the diverse antenna
or transducer systems that have been reported, e.g., [6]–[13].
Obtaining good images from MWT requires the accurate col-
lection of a substantial amount of electromagnetic scattering
data, which, for efficiency, is best performed using a relatively
large number of co-resident antennas. For example, in the
systems described in [6] and [13] the number of elements in the
arrays range from 16 to 24 where small monopoles or Vivaldi
antennas have been used. The large arrays facilitate gathering
bistatic scattering data at many angles without mechanically
repositioning the antennas. The antenna elements themselves
are typically not taken fully into account in the electromagnetic
system model of the associated nonlinear optimization problem,
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although this is an important consideration in achieving good
images (cf. the antenna compensation schemes in [14]–[16]).
Including the antennas in the system model is a way of re-
ducing the modeling error that exists between the numerical
system model, used in the inversion algorithm, and the actual
system, from which data is collected. Modeling error also
occurs when assuming a homogeneous unbounded domain for
the numerical system model (i.e., assuming that the matching
fluid extends to infinity) because boundary conditions (BCs)
for the dielectric discontinuity, at the MWT system’s casing,
are actually required to properly account for the finite extent of
the matching-fluid region.

Both the antenna and the BC modeling errors can be reduced
by the use of a lossy matching fluid of sufficiently high loss
such that electromagnetic energy returning from the boundary
or any passive antenna to any receiving antenna is not appre-
ciable. Although this may reduce the modeling errors, the net
effect of using a lossy matching fluid in MWT systems may be
to reduce the accuracy of the complex permittivity profile re-
constructions because the addition of any loss reduces the dy-
namic range and achievable signal-to-noise ratio of the system.
To achieve as much accuracy and resolution as possible from an
MWT system it is important to not rely on matching fluid loss to
diminish both types of modeling errors (loss should only be used
to reduce the contrast so as to allow more energy to penetrate the
target). Thus, unless a complex numerical system model is to be
used—one which accurately models the co-resident antennas as
well as the boundaries of the system—the only way to reduce
modeling error is to either (i) incorporate specialized calibra-
tion techniques for the measured data, or (ii) construct MWT
systems that retain the capacity to provide large amounts of in-
dependent scattered field data but can be modeled accurately
and efficiently.

The purpose of this paper is to propose a novel MWT system
within a rotatable conductive enclosure that uses a minimal
antenna array which is fixed with respect to the target being
imaged. In this system, scattered-field data is obtained by
taking bistatic measurements between each pair of elements of
the fixed array at several different static positions of the rotat-
able enclosure. Note that this configuration is fundamentally
different than existing MWT systems where either the antennas
are moved with respect to a fixed object of interest or the object
of interest is moved with respect to a fixed antenna array.

The inverse problem is formulated for the two-dimensional
(2D) transverse magnetic (TM) case and the enclosure is chosen
to have a triangular shape. Although it is not easily shown with
numerical experiments using synthetic data, the practical imple-
mentation of this system should reduce both types of modeling
error: the BCs at the conductive-enclosure boundary are easily
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modeled and the antenna modeling error will be minimized be-
cause, as will be shown, small arrays with as few as four ele-
ments can be used.

The shape of the enclosure is chosen to be triangular because
it is the polygon that allows the greatest number of fixed-angle
step-rotations before producing a redundant configuration. We
note that recently, Wadbro and Berggren have considered MWT
in a rotating metallic hexagonal-shaped container where the ob-
ject of interest is illuminated by waveguides connected to each
side of the metallic container [17]. The container, along with
the waveguides, can then be rotated to collect more scattering
data and topology optimization techniques were used to invert
the data [17]. At each rotation such a system produces the iden-
tical incident field with respect to the boundary of the enclosure
because the sources (i.e., the waveguides) remain fixed with re-
spect to the boundary. In the system described here, each ro-
tation of the boundary produces a different incident field with
respect to the boundary.

The paper is organized as follows. The formulation of the
mathematical problem is given in Section II. In Section III,
we attempt to answer the following question: Can MWT sys-
tems with different BCs provide non-redundant scattering in-
formation about the object of interest? Based on the observa-
tions made in Section III, the proposed system is explained in
Section IV. Finally, the results will be summarized in Section V.

II. PROBLEM FORMULATION

We consider the MWT problem for the 2D TM case where
time-harmonic fields are used to interrogate the object of in-
terest (OI). Thus, a time factor of is implicitly as-
sumed. Consider a bounded imaging domain con-
taining a non-magnetic OI and a measurement domain
outside of the object of interest. The OI is immersed in a known
non-magnetic homogeneous matching fluid with a relative com-
plex permittivity of . In this paper, we assume that and
are located either within a perfect electric conductor (PEC) of
arbitrary shape or within an open region environment. In any
case, the boundary condition of the environment is assumed to
be known.

The complex electric contrast function is defined as

(1)

where denotes a position vector in and is the unknown
relative complex permittivity of the OI at . In MWT, the OI
is successively interrogated with a number of known incident
fields , where denotes the number of the ac-
tive transmitter. Interaction of the incident field with the
OI results in the total field . The total and incident electric
fields are then measured by some receiver antennas located on

. Thus, the scattered electric field, , is
known at the receiver positions on . The goal is to find the
electric contrast in a bounded imaging domain , which con-
tains the OI, from the measured scattered fields on .

The MWT problem may then be formulated as the minimization
over of the least-squares (LS) data misfit cost-functional

(2)

where is the simulated scattered field at the observa-
tion points corresponding to the predicted contrast for the th
transmitter, and denotes the -norm on . The weighting

is chosen to be

(3)

To treat the ill-posedness of the problem, we form the mul-
tiplicative regularized cost-functional at the th iteration of the
algorithm as [5], [18], [19]

(4)

Here, we consider the multiplicative regularizer as the
weighted -norm total variation of the unknown contrast, de-
fined as [5], [18]

(5)

The weighting is chosen to be

(6)

where denotes the reconstructed contrast at the th it-
eration of the algorithm, denotes the spatial gradient operator
with respect to the position vector , and is the area of . The
choice of the positive parameter is explained below.

Herein, we consider the discrete form of the MWT problem
where the contrast function is discretized into a complex
vector . The measured scattered data on the discrete measure-
ment domain is denoted by the complex vector . The
vector is the stacked version of the measured scattered
fields for each transmitter. Assuming that the th transmitter is
active, the simulated scattered field corresponding to the pre-
dicted contrast at the th iteration of the GNI algorithm, , is
denoted by . The vector is then formed by stacking

. The positive parameter is chosen to be
where represents the discrete form of and is the
area of a single cell in the uniformly discretized domain .

Applying the Gauss-Newton Inversion (GNI) algorithm to the
discrete form of (4), the contrast vector at the th iteration of the
inversion algorithm is then updated as
where is an appropriate step length and is the correc-
tion vector. In this work, we utilize the line search algorithm de-
scribed in [18], [20]. The correction vector can be found from

(7)

where represents the discrete form of the oper-
ator, is the Jacobian matrix which contains the derivatives
of the simulated scattered field with respect to the contrast and
evaluated at . The discrepancy vector is given as
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and [5], [18], [21]. We note
that the regularization operator is a weighted Laplacian op-
erator which provides an edge-preserving regularization [22].

Throughout this paper, we use the outlined GNI algorithm,
sometimes referred to as the multiplicative regularized Gauss-
Newton inversion (MR-GNI) algorithm, to invert the synthetic
data sets. All synthetic data sets are generated on a different
grid than the ones used in the inversion algorithm. We also add
3% RMS additive white noise to the synthetic data set using the
formula [23]

(8)

where is the scattered field on the measurement do-
main due to the th transmitter obtained by the forward solver,

and are two real vectors whose elements are uniformly
distributed zero-mean random numbers between and 1, and

. The vector , constructed by stacking the vec-
tors , is then used to test inversion algorithms against
synthetic data sets.

III. DIFFERENT BOUNDARY CONDITIONS FOR MWT

As mentioned earlier, in most MWT systems currently in ex-
istence [6], [10]–[13], [24] the OI and the antennas are contained
within an enclosed chamber, usually made from a dielectric ma-
terial such as plexiglass. The dielectric chamber is usually filled
with a lossy matching fluid, e.g., a 87:13 glycerin:water solu-
tion is used in the Dartmouth College microwave tomography
system [1], [25]. Most MWT algorithms used to invert data from
these systems assume that the matching fluid extends to infinity,
not to the boundary of the dielectric casing. That is, they assume
that the scattering data is collected in a homogeneous embed-
ding. In other words, the BC for the problem will be the Som-
merfeld radiation condition. We will refer to the scattering data
collected in such systems as the open-region scattering data.

More recently, researchers have considered MWT where the
OI and the antennas are enclosed by a circular metallic enclosure
[26]–[32]. We have also considered microwave tomography in-
side conducting cylinders of arbitrary shapes [33]. The use of
conducting enclosures imposes a zero boundary condition on
the total field which can be easily modeled within the utilized in-
version algorithm. We will refer to the scattering data collected
in such systems as the PEC-enclosed-region scattering data. In
this section, we show inversion results from the open-region and
PEC-enclosed-region scattering data. For the PEC-enclosed-re-
gion scattering data, we consider PEC enclosures of two dif-
ferent shapes.

Calculation of the Jacobian matrix and the simulated scat-
tered field require repeated forward solver calls. For the open-
region case, we utilize the method of moments (MoM) with
the conjugate gradient algorithm accelerated by the fast Fourier
transform (CG-FFT). The CG-FFT forward solver is also accel-
erated by employing the marching-on-in-source-position tech-
nique [34]. Motivated by the desire to model arbitrary PEC
boundaries with both straight and curved edges, we use a fi-
nite element method (FEM) based on triangular elements for

Fig. 1. Relative complex permittivity of the synthetic target I: (a) ���� � and
(b) ���� �.

the PEC-enclosed systems. The FEM provides an accurate and
fast forward solver, and in fact, is easier to implement with a
PEC boundary than with absorbing boundary conditions, which
are required for a homogeneous embedding. As the FEM mesh
is based on triangles, and the inverse solver based on rectan-
gular pulse-basis functions, we interpolate as required between
the two meshes with a bi-linear interpolation algorithm [33].

As the first case, we consider the target shown in Fig. 1. The
target consists of three circular regions. Two of these circular re-
gions have the same radius of 0.015 m and their relative complex
permittivities are and

at the frequency of 1 GHz. These two circular regions are
surrounded by another circular region with radius of 0.06 m and
relative permittivity of . The relative com-
plex permittivities , and represent the rela-
tive complex permittivity of human breast tumor, fibroglandular,
and adipose tissue respectively based on the single-pole Debye
model [35]. The target is immersed in a background medium of
relative complex permittivity of . We take three different
configurations for collecting the scattering data; namely, open-
region, equilateral triangular PEC-enclosed-region, and square
PEC-enclosed-region. In all cases, the transmitters and receivers
are evenly spaced on a circle of radius 0.1 m and the frequency
of operation is 1 GHz. These configurations are shown in Fig. 2.

Two different scenarios are used to collect the scattering data.
In the first scenario, 7 transmitters and 7 receivers are used for
collecting the scattering data on the measurement circle. The
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Fig. 2. (a) configuration for the open-region case, (b) configuration for the equi-
lateral triangular PEC-enclosed-region case (the equilateral triangle is the PEC
enclosure), and (c) configuration for the square PEC-enclosed-region case (the
square is the PEC enclosure). The dotted circle, which has the radius of 0.1 m,
shows the transmitter/receiver location (measurement domain �).

inversion results for these three cases are shown in Fig. 3. As
can be seen, all three inversions result in poor reconstructions.

We now attempt to answer the following question: do scat-
tering data sets collected under different BCs provide non-re-
dundant information about the OI? To answer this question, we
have developed an inversion algorithm to simultaneously invert
the scattering data collected in different configurations. For ex-
ample, for the case where there are two sets of scattering data,
one collected in an open-region configuration and the other one
in a PEC-enclosed-region configuration, we construct the fol-
lowing regularized cost-functional

(9)

The cost-functionals and represent the data misfit
cost-functional, see (2), for the open-region and PEC-enclosed-
region cases, respectively. The regularizer is given in (5)
and the steering parameter , in the discrete domain, is given
as

(10)

where and are the discrete forms of
and . The correction is then found by

solving

(11)

The complex matrix is constructed as

(12)

Fig. 3. 1st scenario: 7 transmitters and 7 receivers (left: ���� � and right:
���� �) (a)–(b) inversion of the scattering data collected in the open-region
embedding, (c)–(d) inversion of the scattering data collected inside the equilat-
eral triangular PEC-enclosed embedding, and (e)–(f) inversion of the scattering
data collected in the square PEC-enclosed embedding.

where and are the Jacobian matrices for the
open-region and PEC-enclosed-region cases at the th iteration
of the inversion algorithm respectively. The normalization
factors for the open-region and PEC-enclosed-region scattering
data, and , are also given by (3). The vector

is given as

(13)

where and are the complex vectors containing
the simulated scattered field at the observation points corre-
sponding to the predicted contrast for the open-region and
PEC-enclosed-region cases. The complex vectors
and represent the measured data for the open-region
and PEC-enclosed-region cases. The discrete regularization op-
erator has been described in Section II and the weight of this
regularization, i.e., , is

(14)

Using this inversion algorithm, we simultaneously invert the
three data sets described above (where only 7 transmitters and
7 receivers are used). In Fig. 4, we show the simultaneous in-
version of (i) open-region and triangular PEC-enclosed-region
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Fig. 4. 1st scenario: 7 transmitters and 7 receivers (left: ���� � and right:
���� �); simultaneous inversion of (a)–(b) scattering data collected in the open-
region and triangular PEC-enclosed region configurations, (c)–(d) scattering
data collected in the open-region and square PEC-enclosed region configura-
tions, and (e)–(f) scattering data collected in the square PEC-enclosed region
and triangular PEC-enclosed region configurations.

scattering data, (ii) open-region and square PEC-enclosed-re-
gion scattering data, and (iii) square PEC-enclosed-region and
triangular PEC-enclosed-region scattering data. As can be seen,
the simultaneous inversion results are very close to the true pro-
file. Comparing Figs. 4 and 3, it can be easily seen that the simul-
taneous inversion has resulted in a more accurate reconstruction
compared to the separate inversions of each data set. That being
said, and noting that these data sets are distinguished by their
corresponding BCs, it can be concluded that these three BCs
have provided non-redundant information about the OI.

We now consider the second scenario for collecting the
scattering data in these three configurations, where we increase
the number of transmitters and receivers to 16; thus, having
256 measurements. The inversion of each data set is shown in
Fig. 5. The simultaneous inversion of these data sets are shown
in Fig. 6. In this scenario, the separate inversion of each data set
and the simultaneous inversions result in similar reconstruction.

From these two scenarios and other similar inversion results
(not shown here), it can be concluded that different BCs, at
least when utilizing very few transmitters and receivers, pro-
vide non-redundant information for the reconstruction. We note
that the necessary condition to obtain non-redundant informa-
tion is to use a lossless or low-loss background medium so as
to not suppress the reflection from the PEC enclosure. For ex-
ample, if a lossy background medium with the relative complex

Fig. 5. 2nd scenario: 16 transmitters and 16 receivers (left: ���� � and right:
���� �) (a)–(b) inversion of the scattering data collected in the open-region
embedding, (c)–(d) inversion of the scattering data collected in the triangular
PEC-enclosed embedding, and (e)–(f) inversion of the scattering data collected
in the square PEC-enclosed embedding.

permittivity of at 1 GHz (as the one used in the
Dartmouth College MWT system [1]) is utilized, the reflection
from the PEC enclosure is suppressed significantly; thus, the si-
multaneous inversion of open-region and PEC-enclosed-region
data cannot provide a good reconstruction for the target shown
in Fig. 1. In addition, from our numerical trials, we have found
that if the OI has high loss, it can also suppress the reflection
from the PEC enclosure; thus, reducing the amount of non-re-
dundant information significantly.

IV. MWT SYSTEM USING A ROTATABLE CONDUCTIVE

ENCLOSURE

Based on the idea that collecting scattering data using few
transceivers and under different BCs yields different usable in-
formation, we now consider a rotatable equilateral triangular
metallic casing, , which encloses the OI and a few transceivers,
see Fig. 7. The OI is located in the bounded imaging domain

. The transceivers are located on the measurement do-
main , which is outside the OI. We assume that the
metallic casing is a PEC and is filled with a lossless or low-loss
matching fluid with a known relative complex permittivity of .
To obtain more scattering data by changing the BCs of the MWT
system, the enclosure is rotated at angles

, with respect to the fixed and fixed as depicted
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Fig. 6. 2nd scenario: 16 transmitters and 16 receivers (left: ���� � and right:
���� �); simultaneous inversion of (a)–(b) scattering data collected in the open-
region and triangular PEC-enclosed region configuration, (c)–(d) scattering data
collected in the open-region and square PEC-enclosed region configurations,
and (e)–(f) scattering data collected in the square PEC-enclosed and triangular
PEC-enclosed region configurations.

in Fig. 7. At the th configuration of the enclosure , the OI is
successively illuminated by some incident electric field,
where denotes the transmitter index . Interac-
tion of the incident field with the OI results in the total field .
Note that the resulting field depends not only on the transmitter
location, but also on the orientation of the enclosure. The total
and incident electric fields are then measured by the receiver an-
tennas located on . Thus, the scattered field at the observation
points, contaminated by measurement noise, is known and de-
noted by .

The inversion problem for this system may then be formu-
lated as the minimization over of the following nonlinear
least-squares data misfit cost-functional

(15)

where is the simulated scattered field on due to a
predicted contrast when the th transmitter is active at the
th configuration of the triangular enclosure. The normalization

factor is given by (3) where needs to be replaced
with .

Fig. 7. The geometrical configuration of the MWT problem with a rotatable
conductive triangular enclosure. The equilateral triangle, ���� , represents
the metallic casing, which encloses the imaging domain� and the measurement
domain � . The dotted black circle is the circumscribing circle of the triangle.
The triangular enclosure can rotate on within a circumscribing circle for � de-
grees where � � �� � 	
� �.

We regularize (15) by the weighted -norm total variation
multiplicative regularizer given in (5). Thus, at the th iteration
of the inversion algorithm, we minimize the regularized cost-
functional

(16)

The positive parameter in (5) is chosen to be
where is the discrete form of

. The correction vector is found by solving

(17)

The matrix is the Jacobian matrix corresponding to the th
rotation of the enclosure and at the th iteration of the inversion
algorithm, which is calculated using an FEM forward solver.
The weight is equal to . The discrepancy
vector is

(18)

Inversion results are shown for two synthetic data sets that
have been created with a frequency-domain FEM forward
solver. In both cases, we use the equilateral triangular PEC
enclosure shown in Fig. 7 and assume that the radius of the
circumscribing circle of the triangle is 0.24 m. The radius of the
measurement circle is chosen to be 0.1 m for both data sets.

The first synthetic data set is collected from the target de-
scribed in Section III and shown in Fig. 1. Similar to the in-
version results shown in Section III, the frequency of opera-
tion is chosen to be 1 GHz. We consider only 4 transmitters
and 4 receivers per transmitter which are evenly spaced on .
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Fig. 8. Target I’s reconstructed relative complex permittivity when the scat-
tering data is collected inside the rotatable triangular conductive enclosure using
4 transmitters and 4 receivers and 12 rotations of the enclosure. (a) ���� �, (b)
���� �.

Therefore, for the th rotation of the PEC enclosure, we have
. The PEC enclosure is rotated 12 times

with a step of 15 . Therefore, the number of measured data will
be . The inversion of this scattering data, which is
collected in the rotatable PEC enclosure, is shown in Fig. 8. The
inversion of the scattering data collected from the same target in
the open-region configuration using 16 transmitters and 16 re-
ceivers is shown in Fig. 5(a) and (b). As can be
seen, the reconstruction inside the rotating PEC enclosure with
only 4 transceivers and the reconstruction inside the open-re-
gion configurations with 16 transceivers are very similar for this
target and both provide a reasonable reconstruction for both the
real and imaginary parts of the target’s relative complex permit-
tivity.

Finally, we consider the target shown in Fig. 9. This target
has the same geometry as the target used in [36] and [37] for a
resolution test study. This target has different distances between
its details ranging from 8 mm to 20 mm. The relative complex
permittivity of the target is and that of the background
medium is at the frequency of operation which is chosen
to be 2 GHz. To collect scattered field data, we consider 6 trans-
mitters and 6 receivers per transmitter; thus, . The

Fig. 9. Synthetic target II: true relative complex permittivity profile of the
target. (a) ���� �, (b) ���� �.

PEC enclosure is then rotated 48 times with a step of 2.5 ; thus,
providing scattering measurements. The inver-
sion of the scattering data collected inside the rotating PEC en-
closure is shown in Fig. 10(a) and (b), while the inversion of the
scattering data collected in the open-region embedding using 16
transmitters and 16 receivers is shown in Fig. 10(c) and (d). In
both cases, the real part of the permittivity is reconstructed well
but the imaginary part is poorly reconstructed. This is due to the
fact that the real and imaginary parts of the OI’s contrast are out
of balance [38] and also the imaginary part of the contrast is very
small . To get a better reconstruction for this target, we
apply the image enhancement method, as outlined in [39], to
the final reconstructions of both inversions. The enhanced re-
constructions for both cases are shown in Fig. 11. We note that
this image enhancement algorithm does not use any a priori in-
formation about the OI and is effectively a deblurring algorithm.
To have the same number of data points as the open-region con-
figuration, we also tried to reconstruct the target shown in Fig. 9
using 4 transceivers and 16 rotations (thus, providing 256 data
points), but the inversion could not resolve all the features of this
target. Therefore, the number of data collected does not equal
to the amount of useful information for reconstruction purpose.
Investigating the amount of information available by rotating or
moving BCs with fixed sources is a topic for future study.
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Fig. 10. Target II: (left: ���� � and right: ���� �) (a)–(b) reconstructed rela-
tive complex permittivity when the scattering data is collected inside the rotating
triangular conducting enclosure using 6 transmitters and 6 receivers and 48 rota-
tions of the enclosure (c)–(d) reconstructed relative complex permittivity when
the scattering data is collected in the open-region embedding using 16 transmit-
ters and 16 receivers.

Fig. 11. Target II: (left: ���� � and right: ���� �) reconstruction results after
applying the enhancement algorithm inside (a)–(b) the rotatable triangular
conductive enclosure with 6 transmitters and 6 receivers and 48 rotations, and
(c)–(d) the open-region embedding with 16 transmitters and 16 receivers.

V. CONCLUSION

Using synthetic data sets, the possibility of imaging inside a
rotatable triangular conductive enclosure using a minimal an-
tenna array having as few as only four or six co-resident el-
ements immersed in a low-loss background medium has been
demonstrated for the 2D TM case. This study may result in the
development of MWT systems which introduce less modeling
error to MWT algorithms compared to the existing MWT sys-
tems while maintaining the ability to collect sufficient scattering

information about the OI. Considering that the modeling error
can be thought of as part of the manifest noise, and noting that
the achievable resolution limit is affected by the signal-to-noise
ratio [36], [40], the proposed MWT system may offer an en-
hanced spatial resolution over the existing MWT systems. Fi-
nally, we note that the rotatable triangular conductive enclosure
is just one practical implementation of a system which uses dif-
ferent PEC BCs to obtain non-redundant information about an
OI.
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