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Application of Multiplicative Regularization to the
Finite-Element Contrast Source Inversion Method

Amer Zakaria and Joe LoVetri

Abstract—Multiplicative regularization is applied to the finite-element
contrast source inversion (FEM-CSI) algorithm recently developed for mi-
crowave tomography. It is described for the two-dimensional (2D) trans-
verse-magnetic (TM) case and tested by inverting experimental data where
the fields can be approximated as TM. The unknown contrast, which is
to be reconstructed, is represented using nodal variables and first-order
basis functions on triangular elements; the same first-order basis functions
used in the FEM solution of the accompanying field problem. This approach
is different from other MR-CSI implementations where the contrast vari-
ables are located on a uniform grid of rectangular cells and represented
using pulse basis functions. The linear basis function representation of the
contrast makes it difficult to apply the weighted L .-norm total variation
multiplicative regularization which requires that gradient and divergence
operators be applied to the predicted contrast at each iteration of the in-
version algorithm; the use of finite-difference operators for this purpose
becomes unwieldy. Thus, a new technique is introduced to perform these
operators on the triangular mesh.

Index Terms—Contrast source inversion, finite-element method, mi-
crowave tomography, multiplicative regularization.

I. INTRODUCTION

In microwave tomography (MWT), an object of interest (OI) is il-
luminated by several electromagnetic sources and data are collected at
different receiver locations for the purpose of quantitatively imaging
the dielectric properties of the OI. The associated nonlinear inverse
scattering problem is here formulated as a minimization of the least-
squares error between the collected data and a scattering model which
is a function of the variables used to discretize the dielectric contrast.
Various local optimization algorithms are available to perform the min-
imization, e.g., Gauss-Newton inversion (GNI) and the contrast source
inversion (CSI), but the ill-posedness of the electromagnetic inverse
scattering problem requires that some form of regularization be explic-
itly, or implicitly, applied.

Different regularization methods have been reported in the literature
and have been successfully applied for various applications [1]. A suc-
cessful regularization technique which has been used is the weighted
Ly -norm total variation multiplicative regularization (MR), which has
been incorporated into both GNI and CSI [2]-[9]. Not only has it been
shown to enhance the outcome of the inversion algorithm, i.e., reg-
ularize the optimization, but it also has other desirable features: (i)
its edge-preserving characteristic, and (i) its capacity for suppressing
noise in measured data.

There are many ways to discretize the various partial differential
equation (PDE) or integral equation operators which can be used to
formulate the electromagnetic scattering problem. Starting with a PDE
formulation, the finite-element method is a powerful and flexible dis-
cretization technique which has been coupled with GNI in the paste.g.,
[10]. In this technique the unknown contrast is represented on a dual
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FEM mesh, different from the mesh used in the FEM solution of the
electromagnetic field problem, and interpolation is used between the
two meshes. Recently, it has been shown how FEM can be used with
the CSI method [11]. Unlike other CSI implementations, FEM-CSI of-
fers several benefits that include: (i) performing the inversion on an
arbitrary irregular grid of triangles, (i7) incorporating an inhomoge-
neous medium as a background reference, (iii) controlling the density
of the mesh adaptively within the inversion domain, and (iv) easily in-
corporating radiating or arbitrarily-shaped conductive boundaries sur-
rounding the MWT setup.

In this communication, a novel technique for incorporating multi-
plicative regularization in the FEM-CSI algorithm is introduced. In typ-
ical MR-CSI inversion algorithms, including the finite-difference CSI
method reported in [4], the unknown variables are located on a uni-
form grid of rectangular cells [3], [7]. In such methods, finite-differ-
ence approximations for the gradient and divergence operators used in
multiplicative regularization can be easily applied. When FEM is used
to discretize the electromagnetic field problem, the unknown variables
are located on the nodes of an irregular triangular mesh; thus applying
MR using finite-differences becomes difficult. Herein a new technique
is introduced to perform the gradient and divergence operators on a tri-
angular mesh. The communication begins by describing the formula-
tion of the MWT problem which is used, followed by a brief overview
of the FEM-CSI algorithm. Next, the method for applying MR to the
triangular mesh is described. To test the algorithm, it is used to invert
experimental data and its reconstructions are compared with those from
FEM-CSI, without MR.

II. PROBLEM STATEMENT

Consider an imaging domain D within the problem domain €2 of an
MWT setup. The domain §2 is enclosed by boundary I'. An unknown
isotropic, nonmagnetic OI is located in D and is surrounded by a back-
ground medium of known electrical properties. The complex relative
permittivity of the Ol is €, (r), where r is a 2D position vector. The cor-
responding electric contrast is defined as x () 2 (e,.(r)—ep(r))/es (r)
where €, () is the background complex relative permittivity (x(r) = 0
forr ¢ D), which may be inhomogeneous. The same configuration and
notation as given in [11] is used.

The imaging domain D is illuminated by a harmonic TM electro-
magnetic field produced by one of 7 point sources, producing incident
field Ei*¢ when there is no Ol in D. With the Ol in D the total field E,
for the same source ¢ is measured at points located on a measurement
surface S. The scattered electric field, defined by F;°" 2B - Eine,
satisfies the scalar Helmholtz equation

V2E () + ki (r) E; ' (r) = —ki (r)w(r) )

where Fy(r) = wi/po€oes(r) is the background wavenumber, and
we(r) 2 x(r)E¢(r) is the contrast source.

When the MWT setup is enclosed within a conductive-enclosure,
homogeneous Dirichlet boundary conditions (BCs) are applied to the
total field on I, corresponding to inhomogeneous BCs for the scattered
field. For unbounded-region problems Sommerfeld radiating BCs are
imposed on the boundary.

The boundary-value problem (BVP) defined by the second-order
PDE (1) and the boundary conditions is solved using FEM with the
Rayleigh-Ritz formulation [12]. Thus, the problem domain (£2) is di-
vided into a mesh of triangular elements constituted by a total number
of N nodes. At each node, linear-basis functions are specified whose
parameters are dependent only on the geometry of the mesh. The dis-
cretization of (1) using FEM produces a matrix equation as detailed in
[11]. This equation can be solved efficiently as the associated matrices
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are sparse, symmetric and independent of OI and the location of trans-
mitter £.

III. INVERSION ALGORITHM

A. Contrast Source Inversion

The CSI objective functional, which is to be minimized, is formu-
lated with respect to the contrast sources, w;, and the contrast, v, vari-
ables and is constructed as the sum of the normalized data-error and
normalized domain-error functionals [11], [13]. It is written as

fCSl(x,'wt) = }"S(uu) + ]—"D(X,'wt)
_ Xl = MsLlwd|ls
B >l fells
Sl e B = v e Mol

Yo llx © Bl
Here f; € C™ holds the measured scattered field data at the R receiver
locations for each transmitter, xy € C! is the vector of contrast nodal
values for nodes located inside D, and Ei*® € C! is the vector of
incident field corresponding to transmitter # for nodes inside D. The
notation a = b denotes the Hadamard (i.e., element-wise) product.

In addition, £ € C*¥*! is the inverse of the FEM matrix operator and
it transforms contrast source variables w; € C! in D to N nodal scat-
tered field values, the operator Ms € C* transforms field values
from N nodes in €2 to R receiver locations on the measurement surface
S and the operator Mp € R™*¥ transforms values from N nodes in
2 to I points located inside the imaging domain D

The CSI objective functional F“5! (, w,) is minimized by updating
the contrast source w; and the contrast y variables sequentially.

First, with the contrast variables x held constant, the contrast source
variables w; are updated by a conjugate-gradient (CG) method with
Polak-Ribiere search directions. Next, assuming the contrast source vari-
ables w, are constant, the functional becomes quadratic in the contrast
variables v ; therefore, the contrast variables are updated analytically.

The initial guess for the FEM-CSI algorithm, w; o, is not set to zero,
and is taken to be the minimizer of the data-error functional F* (w;)
after one line-minimization in the method of steepest descent. After
evaluating w; o, the initial guess for x is calculated analytically. The
initial search directions are set equal to zero.

Due to the use of a differential-based operator (FEM) in CSI, some
changes are necessary to the original CSI algorithm. These changes
along with details about the FEM-CSI algorithm are detailed in [11].

(@)

B. Multiplicatively Regularized FEMCSI

The weighted L-norm regularization factor is implemented by in-
troducing a multiplicative term to the CSI objective functional [3], [8].
Thus, the objective functional at the nth iteration becomes

Fulxowe) = F (0 x F (v w) 3)
where the regularization term ]:,;\lm (x) is given by
P = [ (T +8) @)
Here i 1
bi(r) = - ey )

where A is the total area of domain D and 62 = .7:D(XSSI, wi,,) A1
in which A is the mean area of the mesh triangles in D.

Since }"Sm(xn_ 1) = 1, the update procedure for the contrast
source variables w; remains unchanged; however, this is not the case
for the contrast variables x. After calculating the contrast variables
in CSI, they are updated by a CG method using Polak-Ribiere search
directions as detailed in [7], [8].

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 59, NO. 9, SEPTEMBER 2011

C. Spatial Derivatives on a Triangular Mesh

The calculation of the CG search directions in MR-CSI requires
the accurate evaluation of the gradient and divergence of the contrast
at nodal locations of the arbitrary triangular FEM mesh; this is not
as straightforward as when using a uniform rectangular grid. The un-
known contrast is represented using linear basis functions with a gra-
dient which is constant over each triangle and is discontinuous between
triangles. Thus, the divergence of the gradient at each node is not easily
defined. If quadratic elements are used, the gradient would be a linear
function over each element but the divergence would still be discontin-
uous between elements. Thus, some form of averaging is required. The
method described here evaluates the divergence at each node by inte-
grating the gradient over a stencil, having the centroids of the triangles
associated with that node as the vertices.

The spatial gradient of the contrast can be calculated numerically
over each triangle in the mesh using the first-order basis functions. In
FEM, the contrast within a triangle m is given by

3

ST () ©)

=1

() =
where [ is a local index for each node on triangle 2, x}m) is the contrast
value at node [ of triangle m, and the first-order linear basis function
for node [ is

)\5771) (7') — ( (m) +b(7n)¢ +((m) ) (7

4(171)
Here A is the area of triangle m and the coefficients a;
/gm) are dependent on triangle geometry [12].

The spatial gradient of the contrast within triangle m is then calcu-
lated as

(m) b(rn) nd

3

:Z (AL (1)

vy

1 m m) m
LS eed)  w
‘ =1

where & and ¢ are the Cartesian unit vectors.

The spatial gradient in (8) is used to calculate the coefficients b2 for
each triangle in D and then to evaluate the multiplicative regularization
term FYT ().

To update the contrast variables , the gradient g\ has to be evalu-
ated at each node in D. For each node ¢ let us define (; ., as follows:

Ci,n =V- gi n
-v. (5,,7L+£L n'y)

where &; , = bL » VXin. Since bi and Vy,, are calculated for each
triangle rather than each node, the spatial divergence in (9) needs to be
approximated.

Letusdefinearegion(?; aroundnode? asdepictedinFig. 1. The vertices
of this region are the centroids of triangles sharing node ¢. Using vector
identities and the divergence theorem, it can be shown that

v V&, & (@ VE(r)g,

% 7{ X (r)a - dl;

where <'>g31 denotes the average value over region €);, A; is the area of
Q;, I'; is the contour (boundary) of £2; and 72 is outward normal vector to
r;.

Similarly the second term in (9) is approximated as

Q

(10)

PV i ad. (an
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Fig. 1. Region surrounding node % to approximate the spatial divergence. The
“@” in the diagram represents the centroid of a triangle.
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Fig. 2. The “e-phantom” (a) inside the imaging setup, (b) its exact profile
at f = 5 GHz, and the reconstruction results using (c) FEM-CSI and (d)
MR-FEMCSI.

Since the values of &, (r) are known at the vertices of region €2;,
the line integrals in (10) and (11) are evaluated numerically. Here the
trapezoidal rule is used to calculate the integral over each segment in
region 2;.

IV. EXPERIMENTAL RESULTS

The MR-FEMCSI algorithm is tested by inverting an experimental
dataset collected using our air-filled MWT system. A full description of
the MWT imaging system utilized here is outlined in [14]. This system
is air-filled with 24 Vivaldi antennas used as transmitters and receivers.
The Vivaldi antennas are evenly distributed on a circle of radius 0.22
m. For each transmitting antenna, 23 measurements are collected (total
number of measurements for a dataset is 23 x 24 = 522). The mea-
sured data are calibrated using the procedure described in [14]. The
experimental dataset is acquired at a frequency f = 5 GHz.

An “e-phantom” with multiple concave features is used as a target.
A side-view of the actual target is shown in Fig. 2(a), while the exact
permittivity profile is depicted in Fig. 2(b). The “e-phantom” is con-
structed of ultrahigh-molecular-weight (UHMW) polyethylene which
is a lossless material of relative permittivity e, = 2.3 [15]. The in-
version domain D is selected to be a square centered in the problem
domain €2 with side length equal to 0.13 m.
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The computational complexity of the inversion algorithm is reduced
by adapting the inversion mesh such that the mesh is denser within
the imaging domain D in comparison to outside D. This results in the
number of unknowns in D to be 13706 nodes, while the total number
of nodes NV in problem domain §2 is 19390. The ability to control the
mesh density demonstrates an advantage of FEM-CSI in comparison
to other CSI formulations.

The inversion algorithm is allowed to run for 1024 iterations to en-
sure convergence. In addition, after each iteration the inversion results
are constrained to lie within the region defined by 0 < Re(e,) < 80
and —20 < Im(e,) < 0.

The real parts of inversion using FEM-CSI and MR-FEMCSI are
shown in Fig. 2(c) and (d) (the imaginary parts are omitted because the
background and the target are lossless). Using multiplicative regular-
ization the shape and edges of the target is well reconstructed; however
features of the “e-phantom” smaller than 8 mm (approx. 2A/15, where
A is the free-space wavelength) are not resolved. This result is similar to
that obtained using MR-GNI on a uniform grid as reported in [16]. The
MR-FEMCSI reconstruction is more homogeneous within the target
contour in comparison to the FEM-CSI result; in addition the value of
the permittivity is not overshot by MR-FEMCSI.

V. CONCLUSION

A multiplicatively regularized finite-element method contrast source
inversion (MR-FEMCSI) algorithm has been presented and validated
for 2D microwave tomography under the TM approximation of the
fields. The algorithm retains the advantages of FEM-CSI, such as the
ability to invert data on an arbitrary triangular mesh and allowing a
non-uniform discretization of the problem domain. The addition of
multiplicative regularization adds noise suppression to the inversion
and enhances the edges of the reconstructed images while flattening
regions of constant contrast. A new technique to calculate the gradient
and divergence operators required for multiplicative regularization is
outlined which can be used on the unknown contrast variables located
on the nodes of such arbitrary triangular meshes. The performance of
the algorithm is demonstrated by inverting experimental data.
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Statistical Characterization of Medium Wave Spatial
Variability Due to Urban Factors

Unai Gil, Ivan Pefia, David Guerra, David de la Vega,
Pablo Angueira, and Juan Luis Ordiales

Abstract—The recently developed digital radio systems for the medium
wave (MW) band require accurate field strength prediction methods for cov-
erage calculi. Traditional prediction methods do not consider the influence of
urban factors on MW ground-wave propagation. This influence causes signal
strength time and spatial variability which in turn, provoke drop-outs below
reception threshold values. In this letter the ground-wave spatial variability
is statistically analyzed in urban environments by means of empirical data
from four extensive field trials. The experiments were carried out in different
urbanenvironments and atdifferent frequencies ofthe MW band. Prior to the
analysis, long-term and short-term components of the signal were separated
by means of the generalized Lee method (GLM). The results show the atten-
uation caused by different urban factors. These attenuation values should be
added to the signal strength predicted median values in order to ensure cor-
rect reception.

Index Terms—Coverage prediction, medium wave (MW) , propagation
models, signal variability, urban environments.

I. INTRODUCTION

New digital radio broadcasting systems [1] in the medium wave
(MW) band are to be fully deployed shortly. Network planning of tradi-
tional broadcasting systems in MW was based on the field strength pre-
diction curves provided by ITU-R [2]. As the ground-wave is assumed
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TABLE I
TRANSMITTER FEATURES

Distance to Tx
Center - downtown Antenna Frequency Power

Broadcaster (km) height (kHz) (kW)
Arganda (Madrid) -
Radio Nacional de 25 N4 1359 4 rms
Espaiia
Iztapalapa (México
D.F.) - 13 N2 1060 1.25 rms
Radio Educacion
Kamphur (Delhi) -
All India Radio o Na 666 2.5 rms
Pozuelo (Madrid) -
Cadena SER 15 N4 1260 12.5 rms
Pozuelo (Madrid) -
Cadena SER 15 N4 810 25 peak

to have no variability, these curves provide only median values [3].
However the experience from different field trials [4] showed that this
assumption was optimistic in urban environments. As a consequence,
the unforeseen variability could cause the signal strength to decrease
below the threshold value.

Up to now, time and spatial variability have been studied in rural
areas [4], [5], but only time variability has been dealt with as regards
urban environments. Hence, spatial variability in urban environments
in the MW band needs to be analyzed [6].

This paper presents the statistical characterization of the signal vari-
ability by means of analyzing the attenuation caused by urban factors.

The analysis is based on data which were recorded during four ex-
tensive field trials carried out in urban environments.

Each trial included different features and studies for different fre-
quencies, always within the MW band.

First, the field trials and the features of the involved urban environ-
ments are described. Second, the methodology for processing the em-
pirical data is explained. Third, the calculated attenuation values are
presented. Finally, as a conclusion, the influence of frequency and the
features of different kind of urban environments is discussed.

II. MEASUREMENT CAMPAIGNS

The data analyzed in this paper was gathered during three measure-
ment campaigns that evaluated digital radio mondiale (DRM) mobile
reception in MW. An additional measurement campaign of AM sig-
nals was also included in the study. It is important to mention that con-
sidering the bandwidths involved, the broadcasted service should not
affect signal propagation. The transmission features of these measure-
ment campaigns are summarized in Table I.

As can be seen, data from a complete range of frequencies within
the MW band was available. The cities involved are representative of
different kinds of urban environments as shown in Table II. In all three
cities, the traffic density was very high when the measurements were
carried out. In fact, studies in the past identified traffic as an attenuation
factor for propagation in the medium wave band [4].

The measurement system was set up in a mobile unit and it was com-
posed of a fully characterized short monopole antenna placed at 3.5 m
height [7] and a professional field strength meter [8] that integrated
the power within the signal bandwidth. Finally a GPS receiver and a
tachometer provided ancillary data related to position, time, speed and
distance. These data were captured every 400 ms (the DRM frame dura-
tion) and were stored in plain text files. More than 700 km of measure-
ments were recorded during the measurement campaigns of Table 1.
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