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Abstract—In this paper, we introduce a novel microwave tomog-
raphy system, which utilizes 24 double-layered Vivaldi antennas,
each of which is equipped with a diode-loaded printed-wire probe.
By biasing the probe’s diodes, the impedance of the probe is
modified, allowing an indirect measurement of the electric field
at the probe’s locations. Each printed-wire probe is loaded with
five equally spaced p-i-n diodes, in series. We show that electric
field data collected in this way within the proposed tomography
system can be used to reconstruct the dielectric properties of an
object of interest. Reconstructions for various objects are shown.
Although the results are still preliminary, sufficient experimenta-
tion has been done to delineate the advantages of such an indirect
method of collecting scattered-field data for tomographic imaging
purposes.

Index Terms—Microwave tomography (MWT), modulated scat-
terer technique (MST), near-field measurement, p-i-n diode.

I. INTRODUCTION

ICROWAVE TOMOGRAPHY (MWT) is an imaging
modality that uses electromagnetic radiation to recon-
struct a quantitative image of the dielectric properties of an
object of interest (OI). In MWT, fields are measured at some
probing sites outside the OI. An inverse scattering algorithm
is then utilized to reconstruct the shape, location, and dielec-
tric properties of the OI from these measured fields. Current
indications of algorithms and experimental systems are that
MWT can be useful for nondestructive testing and biomedical
applications, e.g., see [1]-[10] and references therein.
There are two common approaches for data acquisition in
current MWT systems, both of which measure the received
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voltage at the port of one or more of the receiving antennas
in the system. In the first approach, the measured voltage is
used to infer the electromagnetic field impinging directly on the
receiving antenna. This requires that some sort of antenna factor
be, implicitly or explicitly, part of the calibration procedure. It
also requires that the receiving antenna be located at the points
where the electromagnetic field needs to be measured. This
has been accomplished by either repositioning the receiving
antenna or using an array of co-resident receiving antennas.
Various types of antennas have been used in conjunction with
this approach, e.g., monopoles [6], open-ended waveguides [8],
and double-layered Vivaldi antennas (DLVAs) [11].

Within the framework of this direct approach, we have de-
veloped an “air-based” MWT system that utilizes 24 DLVAs
located around the periphery of a Plexiglas chamber of diameter
45.5 cm [11]. The DLVAs are connected to a vector net-
work analyzer (VNA) through a 24 x 2 radio-frequency (RF)
switch/multiplexer. Each DLVA, individually, illuminates the
OI, whereas the remaining antennas collect the scattered field,
thus providing 24 x 23 = 552 data points at each frequency.
Successful image reconstructions have been demonstrated us-
ing this MWT system [12], [13].

The second approach uses the measured voltage at the re-
ceiving antenna to infer the electromagnetic field impinging on
a probe positioned at some distance from the receiving antenna.
In an early use of this approach [14], an array of dipole probes
was positioned in front of a single receiving antenna, which, in
this case, is a horn antenna. In the state-of-the-art use of this
indirect method for MWT, two horn antennas having a 30-cm
square aperture are located on either side of a water tank and
used as the sole transmitter (Tx) and the sole receiver (Rx)
[15]. The distance between the two horn apertures is 20 cm,
and a 32 x 32 array of dipole probes is positioned in front
of the Rx antenna. Each probe is loaded using a p-i-n diode
and is sequentially modulated at a low frequency, producing
a scattered field at the Rx antenna. This probe-scattered field is
proportional to the original field at the probe location [16], [17].
As in the direct approach, a calibration procedure is required to
infer the field at each probe [15]. The method is well known
as the modulated scatterer technique (MST). Different forms
of probe modulation can be used. Electronic [18], optical [19],
and mechanical [20] modulation techniques have been reported
in the literature.

This indirect approach of measurement offers several advan-
tages over the direct approach. First, increasing the number
of observation points can be easily accommodated by simply
adding more probes, whereas, in the direct approach, this
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requires either adding more antennas to the co-resident antenna
arrays or accurately repositioning the Rx antenna or array to
more physical locations. Physically repositioning is difficult
and time consuming to perform accurately. Not only is increas-
ing the size of the co-resident array expensive because of the
need for RF switches but adding array elements also increases
mutual coupling, which must then be taken into account in
the imaging algorithm and calibration procedure. Adding more
probes is usually a simple matter, and the probe modulation is
achieved using inexpensive low-frequency switching circuitry.
In addition, the mutual coupling between probes is much less
than that between Rx antennas, particularly because only one
probe is “activated” at a time. (The remaining probes are kept
“open” and therefore have minimal interaction with the RF
field.)

On the other hand, because the probe-scattered field, upon
which the indirect approach relies, is relatively small, custom
coherent detectors are typically used for such systems. This
requires measurement averaging over a large number of modu-
lation cycles to improve the signal-to-noise ratio (SNR). In [15],
the data are averaged over 500 measurements. Due to the small
probe-scattered field, the probes must be placed close to the Rx
antenna, limiting the number of locations surrounding the OI at
which the probes can be placed.

To the best of our knowledge, only bistatic MST has been
reported for imaging applications (e.g., see [14], [15], and [21]).
In the bistatic implementation, there is only one Rx antenna and
one Tx antenna incorporated with an array of probes in front of
the Rx. In this feasibility study, we utilize a combination of
the direct and indirect methods for the MWT application. The
purpose is to quantitatively investigate the performance of the
proposed technique, where, instead of using a single Tx and
an array of probes in front of a single Rx antenna, we equip
each DLVA of our air-based system with a scattering probe in
its vicinity (for a total of 24 probes). These probes surround the
OI with equal angular spacing of 15°. Each probe is simply a
printed dipole whose impedance is changed electronically by
biasing the five equally separated p-i-n diodes located along its
length. The routing of the biasing wires is chosen via accurate
field simulations of the DLVA/probe setup to minimize any
field perturbations. It is shown that increasing the number of
p-i-n diodes decreases the interaction of the probe and receiver
antenna, but interaction between each DLVA and its probe still
exists.

Measurements to collect field data within the MWT chamber
are performed by successively activating and deactivating each
scattering probe. While the impedance of the active probe is
changed, the remaining probes are kept “open.” The “closing”
and “opening” of the active probe generate a differential signal
at each of the DLVAs. This differential signal is strongest at
the DLVA nearest to the active probe, which we refer to as
the “collector.” A data acquisition program connects the nearest
collector to the VNA and records the differential signal, which
is proportional to the field at the active probe’s location. In
Section II, an overview of the complete system is provided, and
details of the scattering-probe design are given in Section III.
The measurement and calibration methodology is described in
Section I'V.
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Fig. 1. (a) Top view of the measurement chamber. (Dimensions are in
centimeters.) (b) Block diagram of the MWT system.

Different Ols, including a complicated target (which we refer
to as the e-phantom), two nylon rods, and a combination of
polyvinyl chloride (PVC) with a nylon rod are used to test
the proposed system. Images of the Ols are successfully re-
constructed using the multiplicative regularized Gauss—Newton
inversion (MR-GNI) algorithm [4]. An overview of the algo-
rithm is given in Section V. Imaging results are provided in
Section VI, followed by a discussion in Section VII. Conclu-
sions are drawn in Section VIII.

II. MWT SYSTEM DESCRIPTION

The measurement system consists of four subsystems, which
will be described now. The dimensions of the chamber and a
block diagram of the system are provided in Fig. 1. A photo of
the system during the measurement of the e-phantom object is
shown in Fig. 2.

A. Measurement Chamber and Antennas

Twenty-four DLVAs are mounted on a Plexiglas cylinder
that is 50.8 cm tall with equal angular spacing of 15°. The
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Fig. 2. Measurement system during collection of the e-phantom data set.

DLVA is designed for an ultrawideband frequency range of
3.1-10.6 GHz. This antenna consists of two layers held together
by seven nylon screws. Compared to a single-layer Vivaldi
antenna, the double-layer version presents at least a 10-dB
improvement in the cross-polarization performance [22]. This
is an advantage of our imaging algorithm, which assumes a
2-D transverse magnetic field distribution or simply just as-
sumes that only E, exists. The overall size of each DLVA is
7 cm x 7 cm. The only difference with respect to the previous
direct experimental system reported in [12] is that each DLVA
is now equipped with a scattering probe, which is located at a
distance of 3 mm in front of it. The imaging region is a centered
square, as depicted in Fig. 1(a).

B. RF Multiplexer and VNA

A 2-24-port RF electromechanical multiplexer (Agilent
85070A) is used to switch to a chosen active Tx or Rx an-
tenna. The isolation between ports is 95 dB. The multiplexer is
connected to two ports of an Agilent 5071C VNA. The multi-
plexer and the VNA are both controlled by the data acquisition
program via the controller computer unit. Their connection is
established through a general-purpose interface bus (GPIB).

C. Probe Driver Circuit

To switch the probes to close/open states, which corre-
spond to forward/reversed biases of p-i-n diodes, respectively,
a 24-Darlington-pair-transistor array is used. The transistors are
connected to a 24-port Universal Serial Bus (USB) input/output
card, which is controlled by the data acquisition program.
Using high-precision resistors, the forward bias current for all
24 probes are adjusted with less than 1% tolerance.

Fig. 3. Equivalent circuit for the p-i-n diode. (Left, close) Forward bias.
(Right, open) Reversed bias.

D. Controller Computer

A data acquisition program controls all the instruments. A
computer is directly connected to the probe driver circuit mod-
ule via a USB connection. The multiplexer and the VNA are
connected through a GPIB-Ethernet hub. For collecting each
data set, a Tx antenna is first chosen by switching it to one of
the VNA ports. For each Tx antenna, the other 23 Rx antennas
are switched sequentially to the second port of the VNA, result-
ing in 24 x 23 = 552 measurements at each frequency. Each
collector (Rx DLVA) collects two measurements, i.e., one with
the nearest probe closed and one with the nearest probe opened.
During these two measurements, the remaining probes are kept
open. (Thus, they have minimal effects on the measurements.)
The total data acquisition time for each frequency is less than
4 min. Currently, the acquisition time is limited to the mechan-
ical RF-switch settling time.

III. PROBE DESIGN

Each scattering probe consists of a printed dipole on a small
piece of substrate of the same type as is used for the DLVA
(Arlon DiClad 527 with a thickness 62.5 mil and a relative
permittivity of 2.5). The probe length and width are 42.8 and
0.5 mm, respectively. This corresponds to a half-wavelength at
3.505 GHz.

To open and close each probe, five p-i-n diodes are placed
in series at equally spaced positions on the probe. Each probe
substrate is attached to a DLVA using two small nylon screws
(2 mm). The distance between the probe and the DLVA is 3 mm,
with the probe copolarized with the DLVA.

A. p-i-n Diode Characterization

The p-i-n diode equivalent circuit model for the forward
and reversed bias cases is shown in Fig. 3. Currently, we use
BARG64-02V p-i-n diodes from Infineon.

To model the presence of the p-i-n diodes, one requires
a simulation method that combines a full-wave solver and a
circuit simulator. Developing such a combined simulation tool
enables us to calculate the equivalent circuit of the p-i-n diode
using an optimization method. The S coefficient of the diode
on a 50-€) transmission line is provided by the factory. We used
the Ansoft Nexxim circuit solver to simulate the circuit part
(Fig. 3) and the Ansoft HFSS finite-element method (FEM)
solver to simulate a 50-{2 microstrip transmission line. Using
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TABLE 1
DIODE CALCULATED EQUIVALENT CIRCUIT PARAMETERS
Symbol Value
Rp 0.5 Q
Lg 0.6 nH
Rp 4.0 KQ
Cr 0.0718 pF
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Fig. 4. p-i-n diode reverse bias insertion loss from factory data and optimized
circuit model.
the combined simulation, which we refer to as the circuit-
FEM solver, and the quasi-Newton optimization technique, we
calculated the equivalent circuit components. The optimized
values are listed in Table 1.

A comparison of the calculated S5; and the factory data is
shown in Fig. 4. There is a good agreement between the results.

B. Probe Configuration

Using the circuit-FEM solver, the reflection coefficient of
the DLVA was simulated in two cases: 1) when the probe
is closed (forward-biased diodes) and 2) when it is opened
(reversed-biased diodes). The simulation geometry is shown in
Fig. 5. We also studied the effect of using different numbers
of p-i-n diodes. For this study, three different simulations were
performed: 1) a probe with a single diode located at its center,
2) a probe with three diodes in series, and 3) a probe with five
diodes in series, located equally spaced along the probe.

In the closed case, the changes in reflection coefficient for
the three cases are negligible (less than 0.2 dB). This is due to
the small insertion loss of the p-i-n diodes.

In the open case, increasing the number of p-i-n diodes
resulted in a performance that is more similar to that of the
DLVA alone. These results are compared in Fig. 6. According
to this comparison, we concluded that increasing the number of
p-i-n diodes decreases the interference of the generated fields
of the DLVA in Tx mode; thus, we chose the configuration with
five p-i-n diodes.

C. Designing the Biasing Route

The bias current is a dc current and does not interfere with
the RF signal; however, the biasing circuitry and wires must

PIN diode

Nylon screw

Fig. 5. Simulating the probe-DLVA response, using the Circuit-FEM solver.
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Fig. 6. Simulated reflection coefficient of a DVLA near a probe loaded with
one, three, and five p-i-n diodes, in series.

not itself significantly perturb the fields. Thus, we used the
FEM method (Ansoft HFSS) to numerically model the field
distribution in the vicinity of the DLVAs, at various frequen-
cies, to determine the optimal routing of the biasing circuitry
and wires. Fig. 7 shows the distribution of fields at 3.5 and
5.0 GHz. As shown in the figure, the field intensity is stronger
at the corners of the DLVA, and they are in different directions.
However, the central region shows a smaller variation of fields,
and the field vectors are, mostly, along the z-axis. Based on
these observations and considering the probe length, we chose
a bias line parallel to the z-axis between the nylon screws.
Rosin is used as the adhesive to secure the biasing wires to
the DLVA. A picture of the probe mounted in front of the
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Fig. 7. Field distribution of a single DLVA alone. (a) 3.5 GHz. (b) 5.0 GHz.

DLVA is shown in Fig. 8. Two surface-mounted “termination”
resistors are added to either side of the probe. These resistors
“terminate” the RF current at both ends of the probe. Using
this configuration, our measurements showed that the change
in the reflection coefficient, due to the presence of the biasing
wires, is less than 2 dB within the frequency range of 1-6 GHz.
We also tried some other routes, e.g., from the corners of the
DLVA. Measurement results show that the biasing wires along
other routes interfere with the DLVA by more than 5 dB.

IV. MEASUREMENT METHOD

For the imaging algorithm, the field scattered by the OI is
required at each probe location. Each measurement at a probe’s
location is performed by changing the impedance of that probe.
The probe whose impedance is changing is called the active
probe. When a probe is active, the remaining probes are kept
“open,” so they remain “invisible” to electromagnetic fields.
The impedance change produces change in the measured volt-
age at the nearest collector (Rx DLVA), which is proportional

Fig. 8.

Fabricated DLVA and a probe.

to the field at the active probe’s location. This is what we call
the MST procedure.

To measure the scattered field, the total field (i.e., with the OI
present in the measurement chamber) and the incident field (i.e.,
with the OI absent in the measurement chamber) are collected
using the MST procedure. Thus, with one Tx DLVA transmit-
ting, the impedance of each active probe is changed by opening
and closing its diodes while keeping all of the remaining probes
open. The Tx DLVA is connected to one port of the VNA,
whereas the nearest collector to the active probe (Rx DLVA)
is connected to the second port of the VNA. The impedance
change in the active probe in front of the collector generates
a change in VNA transmission coefficient S3; between the
Tx DLVA and the collector. Denoting the measured scattering
parameters in the two cases of closing and opening the active
probe as 557 and S5, respectively, the difference between these
two measurements is defined as §.52; = S5 — S57.

Once the incident (no OI present) and total (OI present) fields
are measured by this technique, the scattered field generated
by the OI is calculated by subtracting the total and incident
fields: E5°t = E'°t — Fn¢ The total and incident fields are
thus proportional to 455" and §SIi°, respectively; thus, the
scattered field due to the OI satisfies E5* oc §555°, where
5555 = 5559 — 6.8ine.

In our experimental system, the thin probes are parallel to
the z direction, and they interact mainly with E,. A current
is generated on the probe that is proportional to the F. field
component. The MST procedure is based on the assumption
that the differential §5%; is proportional to the field at the
probe’s location. The theoretical background of this statement
is discussed in detail in [16]. However, we attempted to validate
this assumption for a simpler case of one DLVA acting as both
Tx and Rx while a probe is located in front of it. Using Ansoft
HFSS, we performed two simulations: 1) computing the F,
fields of a DLVA at different locations, without the presence of
any probe, and 2) computing the field, using the MST procedure
with a probe parallel to the z-axis. In this simulation, we
computed the DLVA differential reflection coefficient §.51; for
every location of the probe. The results of the two simulations
agreed with each other.

Note that the MST procedure is effective in removing some
sources of experimental error, e.g., errors due to cable move-
ment, as well as the noise generated in the multiplexer unit
and the network analyzer. The time interval between the two
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MST measurements is very short, and we assume that the cables
remain stationary and unchanged during this interval.

A. Calibration

Our 2-D imaging algorithm models neither the antennas
nor the entire 3-D measurement system, and this results in
modeling error. Moreover, the field excitation is implemented
by a line source placed at the Tx antenna’s location, instead of
a DLVA in the presence of co-resident DLVAs. This is another
source of modeling error. Finally, in addition to modeling error,
measurement errors must also be taken into account. To reduce
the effects of these errors, the data collected by the probes
should be calibrated. To calibrate the data, we used a perfect
electric conductor (PEC) cylinder with 3.5-in diameter as the
reference object. The scattered field produced by this reference
object is collected using the MST procedure, as discussed in the
previous section. For any active transmitter, an individual cali-
bration factor is defined for each probe. That is, 23 x 24 = 552
calibration factors are defined for each frequency of operation.
For an active transmitter, the calibration factor at each probing
site Cr is the ratio of the analytical scattered field by the
PEC cylinder to the measured scattered field at that probe’s
location, i.e.,

C]: — Eth’analytiC/(SS;it’PEC (l)

where ESet-analytic jg the analytical solution of the scattered
field by the PEC cylinder in the vicinity of a line source, and
5555"PEC is the measured data, which is proportional to the
actual scattered field in the presence of the PEC cylinder. A
comparison of ESct-analytic ang §55°4PEC 4t 4 5 GHz is shown
in Fig. 9.

Five hundred fifty-two calibration factors are stored in the
column vector Cr € C%52. The measured data §555°, which
represents the scattered field due to the OI at a given frequency,
is also stored in the column vector §S55¢ € C552. The calibrated
measured scattered-field data, which are denoted by £™°*°, are
then obtained as E™* = Cr ® 555", where © denoted the
Hadamard product between two vectors of the same size. This
calibrated measured scattered field is then used by the inversion
algorithm to reconstruct the relative complex permittivity of
the OI.

B. Probe Sensitivity to the Incident Power

To measure the field at the probe location, the changes of
the probe impedance should be detectable by the VNA. We
refer to this parameter as the sensitivity of the probe to the
input power to the chamber. We measured the incident field at
each of the 24 DLVA locations, whereas the VNA output power
was set to —5 dBm. For each measurement, the impedance of
the nearest probe to the receiver DLVA was changed to record
0S51. Choosing the two antennas with the greatest separation,
i.e., choosing antennas “1” and “13” [see Fig. 1(a)] as the
transmitter and the receiver, respectively, the lowest 055, was
observed to be greater than —50 dB. This measurement is
shown in Fig. 10 over the bandwidth of interest. For the same
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Fig. 9. Comparison of the scattered field by the reference PEC cylinder from
the analytic solution and the scaled MST measurement at 4.5 GHz.
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Fig. 10. 6S2; for Tx:1 and Rx:13. Incident power is —5 dBm.

Tx/Rx pair, which produced the lowest §.551, we decreased the
VNA output power from —5 dBm, in steps of 5 dB, down to the
—35 dBm. At an output power level of —35 dBm, the measure-
ments reached the noise floor; thus, we conclude that the probes
are sensitive to an input power of as low as —30 dBm. For this
measurement, we did not use any averaging technique to reduce
the noise floor. In addition to §.S5; measurement, we measured
the change in reflection coefficient of the receiver antenna,
which is an indication of probe interaction with the receiver.
We collected the change in reflection coefficient 9,525 of one of
the DLVASs in the measurement chamber when the nearest probe
impedance was changed. As shown in Fig. 11, the reflection co-
efficient ranges from —15 to —23 dB, at the frequency range of
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Fig. 11.  §S22 measurement in the tomography system, as an indication of
probe-DLVA interaction.

3-6 GHz. Fig. 6 illustrates the simulated “open” and “short”
cases of the idealized configuration shown in Fig. 5. In simula-
tion, we did not consider the presence of the co-resident DLVASs
or the biasing circuitry. Therefore, Figs. 6 and 11 are presented
separately.

We also investigated averaging the measured data to improve
the SNR. In this technique, the signal is averaged over a
number of repeated measurements to obtain a higher SNR, e.g.,
500-time averaging has improved the SNR on the order of
25 dB in the MWT system reported in [15]. We collected sev-
eral data sets using the proposed measurement system. For each
data set, we collected the field by applying an averaging of 1, 5,
10, 100, and 1000 times. The change in MST signal in all cases
was less than 0.2 dB, whereas the VNA output power was set to
—5 dBm. There were negligible changes observed in the data
sets or in the images resulting from these data sets. We con-
cluded that averaging is therefore not required, allowing faster
one-shot data acquisition.

V. INVERSION ALGORITHM

We denote the imaging and measurement domains by D
and S, respectively, both of which are in R2. In addition, let
r denote the position vector in R?. The imaging domain is
immersed in a known background having a relative complex
permittivity of €,, which contains a nonmagnetic OI with an
unknown relative complex permittivity ¢,.(r). (In our case, the
background medium is air.) Assuming e/“* time dependence,
the relative complex permittivity of the OI can be written
as €,(r) =¢€.(r) — je’(r). The contrast function, which is
defined as

e-(r) — e
€

12

X 2
is to be found using the measured scattered field on S. Once
x is found, the relative complex permittivity of the OI can
be easily recovered. In our implementation, the contrast func-
tion is discretized into /N square pulses; thus, the contrast
function is represented by the complex vector y € CV. As-
suming the 2-D transverse magnetic illumination, the electric

field can be represented by a single component perpendicular
to the measurement and imaging domains. Denoting E™* as
the calibrated measured scattered field on S and E**(y) as the
simulated scattered field on S due to the predicted contrast X
the MWT problem may be formulated as the minimization over
x of the following data misfit cost-functional:

1 , as
FR) = e 1200 - 2™ ®

where || - ||s denotes the Lo-norm on S. It is well known that the
data misfit cost-functional () is nonlinear and ill-posed.
There are different methods, such as the modified gradient
method [3], [23] and the Gauss-Newton method [4], [24], to
treat the nonlinearity of this cost-functional. The ill-posedness
of the problem is treated by employing an appropriate regular-
ization technique [25]. In this paper, we utilize the weighted
Lo-norm total variation multiplicative regularizer within the
framework of the Gauss—Newton method. The details of this
method, which we refer to as the MR-GNI method, can be
found in [4] and [26].

VI. IMAGING RESULTS

Using the proposed experimental system and the MR-GNI
algorithm, we image the relative complex permittivity of three
different OIs. These tests include the following: 1) resolution
test; 2) complexity test; and 3) combination test.

The objects are positioned at the center of the measurement
chamber. The MST data set is collected at the frequencies of
3-5 GHz with a step of 0.5 GHz. For all cases, images of the
OIs were successfully reconstructed. In addition to the single-
frequency inversion, multiple-frequency inversion was also uti-
lized to reconstruct the OIs. In multiple-frequency inversion, we
assumed that the dielectric properties of the Ols are invariant at
all frequencies.

For the resolution test, the results of the single- and multiple-
frequency inversions are presented. For the complexity and
the combination test, the best single-frequency image (at
4.5 GHz) and the multiple-frequency image are presented. We
speculate that the image at 4.5 GHz is the best result due to
minimum mismatch between the simulated and measured data,
corresponding to the reference object utilized for calibration at
this frequency.

A. Resolution Test

For this test, we used two nylon rods whose separation is
4 mm. This Ol is shown in Fig. 12(a). The dimensions are listed
in Table II. The relative permittivity of the nylon is 3.03-j0.03
(x = 2.03 —j0.03) [27]. The imaging results of the single-
frequency inversion and the multiple-frequency inversion are
shown in Fig. 13 where the separation changes from \/25 at
3 GHz to A/15 at 5 GHz. For this test, the imaging region is
a 12-cm square and is discretized to 60 x 60 pixels. The real
part of the nylons’ reconstructed relative complex permittivity
is close to its expected value (particularly at 4.5 GHz). We also
note that the nylon rods are almost lossless; thus, the inversion
algorithm is not capable of reconstructing the imaginary part of
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Fig. 12.  OIs for image reconstruction. (a) Resolution test. (b) Combination
test. (c) Complexity test (e-phantom, dimensions in centimeters).

TABLE 1I
DIMENSIONS OF Ols (IN CENTIMETERS) (FIG. 12)
Symbol Dn  8n Dpo Dy
Dimension 3.8 04 130 102

the relative complex permittivity of the nylon rods due to the
limited SNR and dynamic range of the system.

B. Combination Test

Fig. 12(b) illustrates a combination of a PVC cylinder adja-
cent to a nylon rod, which is used for the combination test. The
dimensions are listed in Table II. The PVC relative permittivity
is €, =~ 2.5 — j0.01 at 4.5 GHz [13]. The imaging results are
shown in Fig. 14. For this test, the imaging region is a square
measuring 17 x 17 cm and is discretized to 70 x 70 pixels.
The multiple-frequency reconstruction of this target is more
accurate, compared to its single-frequency reconstruction.

C. Complexity Test

In this experiment, we used a complex e-phantom object,
as shown in Fig. 12(c). This object was first introduced in
[28]. The e-phantom is made of UltraHigh Molecular Weight
polyethylene (UHMW) with a relative permittivity of €, = 2.3.
The loss of UHMW is negligible [13]. The dimensions are
shown in Table II and Fig. 12(c). Imaging results of single
(4.5 GHz) and multiple frequencies are shown in Fig. 15. For
this test, the imaging region is a 13-cm square and is discretized
to 80 x 80 pixels. For multiple-frequency inversion, the data set
at 3—5 GHz with a frequency step of 0.5 GHz is used. Similar to
the results presented in [13] and [28], features with a minimum
size of 1 cm and above are resolved, whereas the two concave
features of 0.8 cm are not resolved.
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Fig. 13. Reconstructed (left) real and (right) negative of imaginary parts of
the relative complex permittivity of the resolution test object with a separation
of 4 mm at (first row) 3.0 GHz, (second row) 3.5 GHz, (third row) 4.0 GHz,
(fourth row) 4.5 GHz, (fifth row) 5.0 GHz, and (last row) multiple-frequency
inversion, respectively.

D. Inversion Results of Synthetic Data

We created a synthetic data set with 3% additive white noise
(according to the formula given in [29]) of the e-phantom
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Fig. 15. Reconstructed (left) real and (right) negative of imaginary parts of
the relative permittivity of the complexity test object at (first row) 4.5 GHz and
(second row) multiple-frequency inversion, respectively.

(complexity test). This synthetic data set is created with the
method of moments, using 24 line sources, positioned at the
same location as the probes in the measurement system. Imag-
ing results from this synthetic data set are shown in Fig. 16.
The results of synthetic data inversion, as shown in Fig. 16,
can be compared with those of the measured data, as shown in
Fig. 15. Overall, the reconstruction results are similar; however,
the quantitative accuracy of the reconstructed image from the
synthetic data is slightly higher than that from the measured
data.

VII. DISCUSSION

Configuration of the “air-based” MWT system introduces
two major sources of measurement error, i.e., instrumentation
error and polarization error. The polarization error is due to the
antennas not being able to differentiate between different polar-
izations of field within the chamber, whereas instrumentation
error is introduced by the measurement system being used.
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Fig. 16. Synthetic data reconstructed and (left) real and (right) negative of
imaginary parts of the relative permittivity of the complexity test object at (first
row) 4.5 GHz and (second row) multiple-frequency inversion, respectively.

In our experimental system, the antennas remain stationary;
thus, the polarization error remains constant throughout the
measurements. Instrumentation error is a function of several
factors, which may be time varying, i.e., room temperature; im-
perfection in the cables being used, which may vary due to cable
movement; and VNA calibration errors between measurements.

In the direct measurement system (no probe), the time dif-
ference between different data collections introduces a time-
varying instrumentation error that is mostly due to the cables.
This is because the cables are not necessarily stationary, and
their stress and bending may change in time. Reducing this
error requires repeating the incident-field and the calibration
measurements for each data collection. As mentioned earlier,
the incident-field and calibration measurements are required by
the inversion algorithm.

In the system being proposed, every field measurement is
performed twice by repeating the So; measurement, when the
probes are open and when they are closed. The two mea-
surements are performed within a short period of each other,
during which we assume that the cables remain unchanged.
This applies to the incident field, total field, and PEC cylinder
calibration measurements. Due to the collection of differential
signals at each measurement, the cable errors almost vanish.
Having said that, there is no need to repeat the incident field or
the PEC measurement, and this is one of the advantages of this
system.

Another disadvantage of the direct measurement system is
the limitation of the number of possible measurement locations.
In such a system, an increase in measurement locations requires
the presence of more co-resident antennas. This increases mu-
tual coupling, particularly in a free-space environment such as
that considered herein, where there is no loss to reduce the
coupling. Furthermore, adding more antennas to the co-resident
array requires the use of more expensive RF switches. In these
systems, there is a tradeoff between mutual coupling and the
number of field sampling points using antennas. Increasing the
number of co-resident antennas increases the mutual coupling.
On the other hand, using fewer antennas reduces the number of
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field sampling points. One of the advantages of the proposed
system 1is its potential for decreasing the number of antennas
and increasing the number of probes, thereby increasing the
number of field-sampling points. (We are currently investi-
gating the extent to which we can take advantage of such
a procedure.) Using numerical experiments, we had studied
the number of antennas for our “direct” systems. The results
depended on the object type being imaged. In most cases,
24 antennas were the best choice between increasing the
number of co-resident antennas and minimizing the mutual
coupling. We did not study this issue experimentally.

In the proposed MST technique, the simple scattering probes
are the primary measurement devices that surround the OI
and are impedance modulated successively to collect the field.
The DLVAs produce the initial field and are only a secondary
receiving device. Due to the use of differential measurement,
the instrumentation error is reduced. In addition, since the
cable error is removed, it is possible to rotate parts of the
measurement system to collect more data. Moreover, we do
not need to repeat the incident and calibration measurement,
even if there is a long time gap between measurements. As long
as the position of the antennas and probes inside the chamber
remains unchanged, the incident and calibration measurements
are valid. This is an advantage for possibly future clinical
systems. For the image reconstructions presented here, the data
sets were collected over an interval of several days without
repeating the incident or the calibration measurement. The
cables were moved during this period.

For future study, because this system has the ability to
measure (infer) any field at a scattering-probe site, it can also
be used with an “incident-field-type” calibration, as opposed
to the scattered-field calibration described herein. There may
be advantages to such a calibration technique. In terms of in-
creasing the number of probing locations, because the proposed
technique is less expensive to implement, we will investigate
the use of more scattering probes per antenna.

Compared to direct and indirect methods, we benefit from
the advantages of both methods. Data measurement is fast
and is collected in a single-shot measurement. We did not see
any change in the reconstructed images by averaging the data
being collected. We used the MR-GNI algorithm to successfully
reconstruct images of different objects.

VIII. CONCLUSION

A novel measurement system based on the MST technique
has been introduced. In this system, measurements are per-
formed in the near-field region using a primary array of scatter-
ing probes in front of a secondary array of receiving antennas. A
direct measurement system with 24 DLVA had been developed
in our laboratory. To test the feasibility of the proposed system,
a minimum number of probes (equal to number of DLVAs) has
been incorporated into the system.

To implement the MST, each scattering probe has been
opened and closed by biasing the p-i-n diodes positioned in
series along the probe. A careful analysis of the system has
been performed for choosing the optimum biasing route. The
sensitivity of the probe has also been measured by decreasing

the VNA output power. Using the MR-GNI inversion algorithm,
successful images of different objects have been reconstructed.

The proposed system features a number of advantages:
incident-field and calibration measurements have been per-
formed only once. The system reduces instrumentation error, as
well as measurement errors due to the cables. It can also mea-
sure incident and total fields directly. Moreover, it is possible to
rotate the system and increase the number of probes without a
need for RF switches.
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