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Abstract—A novel 3-D dual-polarized microwave imaging
system based on the modulated scattering technique (MST) is
presented. The system collects the magnitude and phase of the
scattered field using 120 MST probes and 12 transmitter/collector
antennas distributed around an object-of-interest in the near-field
region. The 12 antennas form a middle circumferential layer while
the printed MST probes are arranged on three circumferential
layers including the middle layer. The antennas are linearly
polarized double-layer Vivaldi antennas, each fixed inside its
own cylindrical conducting cavity and slanted with respect to
the vertical axis of the imaging chamber. The MST probes are
etched on both sides of a thin substrate and loaded with five evenly
distributed p-i-n diodes along their length. These are positioned
vertically and horizontally so that the z- and ¢-components of
the electric field is measured. Field data are collected using MST,
calibrated, and then inverted using a multiplicatively regularized
finite-element contrast source inversion algorithm. The system
performance is evaluated by collecting and inverting data from
different 3-D targets.

Index Terms—Contrast source inversion (CSI) inverse scat-
tering problems, finite-element method (FEM), microwave
imaging (MWI), modulated scattering technique (MST), 3-D
imaging.

I. INTRODUCTION

HE USE of microwave imaging (MWI) to noninvasively

estimate the dielectric properties within an object-of-in-
terest (OI) is an alternative as well as a complementary option
to existing imaging modalities. MWI is relatively low cost,
portable, and uses nonionizing microwave radiation (for
biomedical applications, frequencies in the range of 1-6 GHz
are used). The objective of MWTI is to obtain a dielectric “map”
of an OI providing qualitative information regarding the shape
and location of the OI’s internal features, as well as some quan-
titative electromagnetic properties of those features [1], [2].
It has been applied to various civil, military, and biomedical
imaging applications, e.g., see [3]-[10], and the references
therein. Biomedical imaging is the main motivation for the
work presented herein.
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An MWI system typically consists of antennas, a data ac-
quisition system, and a post processing unit, which is required
to calibrate and invert the collected data so as to create the re-
quired image. Most MWI systems that have been investigated
in the past can be categorized into two types. Radar-based MWI
systems typically locate strong scattering regions within the OI
[11]. Data acquisition for such systems consists of collecting
wideband scattering data at several different locations, using ei-
ther a single antenna [12] or an array of antennas [13]. Image
reconstruction for such systems does not incur a heavy com-
putational cost compared to the second category of systems,
which implement full nonlinear inverse scattering techniques
to create quantitative images. These latter methods, sometimes
referred to as microwave tomography (MWT) when imaging
a 2-D cross section of the OI, require the collection of large
amounts of scattered-field data. Due to the fact that quantitative
information of the dielectric properties is to be reconstructed,
collecting data at different frequencies is usually not effective
for OIs containing materials that vary substantially with fre-
quency (e.g., in biomedical imaging applications). Thus, the
large amount of scattered-field data that is required for these
methods is collected using a large number of transmitter and
receiver locations. Additional data can also be obtained by ac-
curately measuring the different polarizations of the scattered
field.

Performing near-field measurements accurately, while
keeping the corresponding inversion model complexity man-
ageable can be quite difficult, and with few exceptions, the
majority of previously developed MWI systems have only
transmitted and collected a single polarization of the mi-
crowave field circumferential around the OI in a 2-D plane
[14], [15].

MWT systems have been evolving towards fully 3-D MWI
systems, but to the authors’ knowledge, no multi-polarized
fully 3-D near-field imaging systems have been reported (i.e.,
those where multi-polarized scattered-field data are collected in
the near-field to form 3-D quantitative images). The challenges
of developing fully 3-D MWT systems have been addressed via
several approaches in the past. Near-field 3-D data have been
collected by mechanically moving the level of the antennas
of a 2-D MWT system [16]; even though the data collected
using this technique are 2-D, they can be manipulated and
inverted using a 3-D inversion algorithm [17]. Although the
system reported in [18] and [19] is a 3-D system, it collects
only the ¢-component of the electric field to reconstruct 3-D
images. Another approach involves using one transmitter and
one receiver rotated around the OI in a cylindrical fashion; at
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each transmitter location, the receiver is mechanically moved
to collect fields at equally separated measurement points [20].
A third approach, described in [21], consists of two antennas: a
transmitter moving in a spherical pattern around the OI, and a
receiver repositioned at equidistant points in a single 2-D plane;
the measurements are performed in an anechoic chamber in the
far-field region of the antennas. The common feature between
the three aforementioned systems is that the collected electric
field is polarized along the z-direction; it should be noted that
in [21] the polarization of the transmitter changes, but not that
of the receiver.

The only reported dual-polarized near-field system is a 2-D
MWT system, which collects the z- and ¢-polarizations in a
single 2-D cross-sectional plane to form 2-D tomographic im-
ages [22]. Here we introduce a novel MWI system, significantly
improving this 2-D multi-polarized system, that is capable of
fully 3-D MWTI using scattered-field data collected in two po-
larizations via scattered-field probes similar to those used in
implementations of the modulated-scattering technique (MST)
[23]-[27]. Here we refer to these probes as MST probes, al-
though, the “modulation” is effected using differential .S12 mea-
surements with a vector network analyzer (VNA), as in [22] and
[28]. In this paper, these differential S1o measurements are de-
noted by the variable U. We show that the extension to 3-D can
be achieved by adding MST probes to two additional circumfer-
ential layers in the chamber while keeping the number of trans-
mitter and collector antennas the same as in the 2-D system.
That is, in the MWI system described herein the total number of
microwave antennas is 12. The use of MST probes as receiver
points on additional circumferential layers provides sufficient
data for successful 3-D imaging while keeping the number of
microwave ports to a minimum. This reduces the overall cost
and size of the MWI system.

The dual-polarized 3-D data is collected using fast
switching circuits with fixed antennas and MST probes
that require no mechanical movement. Two electric-field
polarizations, z and ¢, are collected at the probe locations.
The system’s transmitter and collector antennas are located
in a middle circumferential layer, with the field-probes dis-
tributed evenly in three circumferential layers including the
middle layer. This setup allows a large number of field-probe
measurement locations to be accommodated (120 probes at 60
locations in the present case).

In addition to developing this novel 3-D system, we have
also studied the use of two inversion models with corresponding
calibration techniques that help to mitigate the so-called mod-
eling error in the inversion while keeping computational costs
manageable. In the first inversion model, the transmitting an-
tennas of the MWI system are modeled using a single Hertzian
dipole, while the second utilizes two dipoles strategically placed
within a conducting cylinder. Scattered field calibration tech-
niques [29] are used to calibrate the measurement data for either
inversion model.

This paper is organized as follows. A detailed description
of the setup, as well as the data calibration are outlined in
Section II. The system modeling discussion and inversion re-
sults are presented in Section I11. Finally, the paper is concluded
in Section IV.
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Fig. 1. (a) 3-D MWI system with a nylon cylinder target. (b) Depiction of the
antennas’ and probe-pairs’ locations.

II. SYSTEM DESCRIPTION

A photograph of the measurement system is shown in
Fig. 1(a). 12 cavity-backed doubled-layered Vivaldi antennas
(DLVAs), evenly positioned on a circle of 11.5-cm radius, are
mounted on a Plexiglas cylinder. The antennas are connected
to a 2 x 12 microwave switch multiplexer, which is also con-
nected to a two-port VNA. Each antenna illuminates the OI
successively, while the remaining antennas collect the field
based on the MST [28]. The MST field probes are distributed
around the OI on three different layers. The scattered field by
the probes is collected by the collector DLVA antennas and its
phase and magnitude is stored in a computer through the VNA
since the probes are used as scatterers and are not modulated.
The system’s receiver module and its block diagram are dis-
cussed in detail in [22].

A. DLVA-Cavity Antennas

Each linearly polarized DLVA is mounted at a 45° angle with
respect to the z-axis within its own cylindrical cavity. This com-
posite assembly operates in a similar manner to a dual-mode
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Fig. 2. DLVA antenna and its probes orientation.

circular horn antenna with the TEq; and TM;; modes being
predominantly excited. The metallic cavity “hides” the biasing
wires of the MST probes, substantially reducing unwanted in-
terferences. Fig. 2 illustrates a DLVA-cavity assembly with an
MST probe pair mounted at its aperture. The slant orientation
of the DLVA is similar to our dual-polarized 2-D system [22],
which enables the system to illuminate the OI simultaneously
with both the horizontal (¢—) and vertical (z—) polarizations.
These DLVA-cavity antennas have been analyzed and described
in detail in [30].

B. MST Probes

Three layers of MST probe pairs constitute the field measure-
ment locations, as shown in Fig. 1. The probes are half-wave-
length at approximately 3.75 GHz (4 cm). Each probe pair con-
sists of a vertically oriented, as well as a horizontally oriented
probe, on either side of the substrate, which are used to indi-
rectly measure the z- and ¢-electric-field components (£, and
E ) using MST. That is, on each printed wire probe five equally
spaced p-i-n diodes are soldered in series and can be forward or
reverse biased using biasing wires connected to a probe-driver
circuit, which precisely controls the biasing current. The for-
ward and reverse biasing of these diodes effectively turns the
probe “on” and “off”” with the differential scattering being mea-
sured using the nearest DLVA.

The middle layer has 12 probe pairs, while the lower and
upper layers have 24 pairs each. The middle layer is considered
to be located in the z = 0 plane, while the lower and upper
layers are positioned at z = {—6.1,6.1} cm. The probes in the
middle layer are evenly distributed on a circular circumference
of radius 11.5 cm; the probes in the lower and upper layers are
uniformly spaced on a circular circumference of 9.75-cm radius.
For the middle layer, the probes are etched on either sides of a
circular-disc substrate that is fixed to the aperture of the cavity-
backed DLVAs, as shown in Fig. 2. During a measurement, the
probe pair in front of the transmitting antenna remains unbiased
or “off” to allow the antenna to radiate efficiently. As for the
other two layers, the probe pairs are etched on a thin flexible
RT-Duroid substrate that can bend easily to take on a circular
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Fig. 3. (a) Styrofoam support. (b) Printed probes.

form, as shown in Fig. 3(a). The locations of the probe pairs with
respect to the position of the antennas are depicted in Fig. 1(b).

The aforementioned three-layer configuration of probes
in this system enables the collection of more measurements
in two different field polarizations without adding more
microwave switching circuitry. Furthermore, at a single fre-
quency, the number of measurement points per dataset is
59 x 12 x 2 = 1416. The total time required to measure a
complete dataset for a single frequency is less than 1 min.

To accommodate the biasing wires without lengthening each
probe, several holes are drilled on the substrate at the location
where the biasing wires are soldered to the probes. This ensures
that the length of probes along the z- and ¢-axes does not “look”
longer than the designed length. Moreover, to hold the substrate
in place and properly keep the biasing wires transverse to the
plane of the probes, and to reduce unwanted perturbation of the
field inside the chamber by the biasing wires, a Styrofoam sup-
port was made, as illustrated in Fig. 3(a). A detailed description
of the design of the probes has been presented in [22].

C. Calibration

In order to utilize the MST measurements in an inversion al-
gorithm, the data collected for each OI must be calibrated to
better correspond to the inversion model and thereby reduce the
imaging system’s modeling error. Generally, a known reference
object is used for calibration as long as it can be accurately mod-
eled (both shape and electrical properties). The details of this
“scattered-field calibration” procedure have been described in
[14], [22], [28], and [29] and are outlined briefly here.

For calibrating the data for a specific OI, three datasets are
collected, which are: 1) the incident-field measurements with
an empty chamber (™), i.e., in the absence of any object in-
side the imaging region; 2) the total-field measurements in the
presence of a reference object (U/*°**f); and 3) the total-field
measurements in the presence of an OI (U*°%°1). Once these
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measurements are performed, a set of calibration coefficients
are calculated for the system, where each coefficient is depen-
dent on the field polarization and the locations of the transmitter
and the probe. The calibration coefficient for the v-component
of a scattered field measured at the pth probe due to a field ex-
cited by the /th transmitter is given as

Esct,ref

v,t,p
U‘mt,ref _ Uinc : (1)

v,t.p v,t,p

CFotp =

Here, E;“;;Ef is the scattered field due to the reference object
that can either be calculated analytically or evaluated using a
numerical algorithm. The reference object used in the imaging
study presented herein is a 3.75-cm radius metallic sphere posi-
tioned at the center of the system (due to ease of modeling and
its well-defined scattering properties).

Next, each collected dataset for a given Ol is calibrated using
the aforementioned coefficients as follows:

Bt = CF, - (U -02,) . @

The calibrated data are used by the inversion algorithm.

The different measurement and simulation settings for col-
lecting data utilized in the calibration procedure are illustrated
in Fig. 4.

III. MODELS AND RESULTS

The geometry of the DLVA-cavity assembly is too compli-
cated to be included in the numerical inversion model. Including
such a complicated antenna into the inversion model would sig-
nificantly increase the computational burden and considerably
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slow down the image reconstruction. Here we describe two sim-
plified antenna models that have been studied and implemented
to effectively manage this complexity.

In the first approach, each DLVA-cavity assembly is simply
modeled as a Hertzian dipole oriented parallel to the DLVA.
Although the radiation characteristics of a Hertzian dipole are
different than that of DLVA-cavity assembly, we have shown
in [29] that a suitable calibration technique, e.g., the technique
described in Section II-C, can sometimes compensate for the
resulting modeling error.

In the second approach, we incorporate a slightly more
sophisticated antenna model into the inversion algorithm to
further reduce the resulting modeling error. Due to the sim-
ilarity between a DLVA-cavity assembly and a dual-mode
circular horn antenna, we utilize a simplified model wherein
two dipole antennas are strategically placed inside a metallic
circular cylinder. Proper positioning of the dipoles is used to
effectively excite the same amount of TE;; and TM;; modes
as those in the physical DLVA-cavity assembly.

In this section, the two approaches are evaluated and com-
pared by using each to calibrate and invert the same datasets
collected from the MWI system. Data for two OI configura-
tions, depicted in Fig. 6, are measured and calibrated. Next,
the datasets were inverted using a parallelized multiplicatively
regularized finite-element contrast source inversion algorithm
(MR-FEM-CSI) [31]. For each dataset, the inversion algorithm
was run for 150 iterations to ensure convergence. The imaging
domain, D, was selected to be a sphere of 10-cm radius cen-
tered at the origin. The number of unknowns located inside the
imaging domain is &~ 57 000 elements. The inversion mesh had
418 634 tetrahedral elements and 499 402 unique edges. With
the algorithm running on 32 cores, the time per iteration was
~ 48 s. The overhead time for the algorithm was 741 s. The
average memory utilized per core was == 700 MB primarily de-
voted to store the inverse finite-element method (FEM) oper-
ator. Further details regarding the inversion algorithm can be
found in [31].

A. Hertzian Dipole Model

In the first utilized model, the transmitting antennas are mod-
eled as infinitesimal Hertzian electric dipole sources with cur-
rent densities composed of ¢ and z components, as shown in
Fig. 5(a). For an electric dipole ¢ located at 7y = (x4, y+,0), its
current density is given as

Ji=Ssp+2)
= %(f sin(¢q )& + cos(¢)§ + 2) 3

where the angle ¢; = tan~!(y,/x;). The incident fields pro-
duced by this source can be calculated as

EPe(7) = —jwpoJs - G(F, 7)) 4)

where the dyadic Green’s function for homogeneous medium,

G(7,7), is calculated as

- VYV efjk:b\i"f‘?t\
) (%)

b

Inlr— 7l
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Fig. 5. (a) Slanted dipoles and (b) DFCC antenna system models.
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Fig. 6. (a) Nylon cylinder and wooden block objects. (b) Two nylon cylinder
OI configuration. (¢) Wooden block and nylon cylinder OI configuration.

This incident field model is used for calibrating the data from
the system, as well as for the inversion algorithm.

1) Two Nylon Cylinders: The first composite OI consists of
two nylon cylinders, whose dimensions and separation are de-
picted in Fig. 6(a). The cylinders were placed at the center of
the imaging chamber. A nylon cylinder is shown in Fig. 6(a).
The nylon cylinders are low loss with a relative permittivity
ewvlon 5 2.7 The data were collected at a frequency of 3.5 GHz.
The real component of the reconstruction results are shown in
Fig. 7 at planes z = 0, y = [—3.47,3.65] cm, and z = 0. The
white solid lines in the figure show the expected location of the
objects.

2) Wooden Block/Nylon Cylinder: This composite target
consists of a wooden block and a nylon cylinder separated
by 2 cm, as shown in Fig. 6(a). The wooden block utilized is
shown in Fig. 6(a). The wooden block has a relative permit-
tivity ¢7°°¢ ~ 1.9. The wooden block loss is negligible. The
experimental data were collected at 4 GHz. 2-D cross-section
plots of the real part reconstruction at planes 2z = [—3.8,4] cm,
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Fig. 7. Reconstructions of two nylon cylinders OI at 3.5 GHz using Hertzian
dipole model. The 2-D cross section plots at planes: (a) z = 0 cm, (b)z = 0 cm,
(¢)y = —3.47 cm, and (d) ¥ = 3.65 cm. The white solid lines depict the
expected location of the OI.
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Fig. 8. Reconstructions of wooden block/nylon cylinder OI at 4.0 GHz using
Hertzian dipole model. The 2-D cross section plots at planes: (a) * = —3.8 cm,
(b)2 =4 cm, (c) y = 0 cm, and (d) = = 0 cm. The white solid lines depict the
expected location of the OL.

y = 0, and z = 0 are shown in Fig. 8. The white solid lines in
the figure show the expected location of the objects.

B. Dipole Fed Cylindrical Cavity (DFCC)

One of the challenges in reconstructing an image from the
measured dataset is the accurate numerical modeling of the mea-
surement setup, including proper models for the antennas. Gen-
erally, the differences between the actual physical setup and the
inversion model leads to modeling errors, which can destroy the
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Fig.9. Comparison between the radiations patterns of the DFCC and the DLVA
antennas at 3.5 GHz.

nonlinear inversion results. In order to minimize this modeling
error, the incorporation of full-wave models, which take into ac-
count all of the essential features of the system, would be ideal.
However, the complexity of the DLVA-cavity assemblies used
in the current system make the inclusion of accurate models for
them into the inversion algorithm prohibitive due to the compu-
tational resources that would be required.

Even though promising results were obtained using
the Hertzian dipole model for the antennas (as shown in
Section III-A), the error corresponding to this model is still
significant. One of the main reasons for this difference is the
omnidirectional pattern of dipoles compared with that of the
DLVAs. Furthermore, the cylindrical cavities surrounding the
imaging domain and their associated scattering are completely
ignored in the Hertzian dipole model.

In order to reduce this error while keeping the system model
as simple as possible, the field properties of the DLVA-cavity as-
semblies are used for the development of a new system model.
Knowing the mode distribution inside the cavity, as well as the
radiation characteristics of this antenna [30], it was found that
two slanted dipoles placed inside a cylindrical cavity separated
by A/4 and excited uniformly with a 90° phase shift between
them can closely approximate the radiation pattern of this an-
tenna. A schematic of this model is shown in Fig. 5(b). The
proper location of the dipoles with respect to the center and
the opening of the cavity was found using a parametric anal-
ysis [32]. The best match between the pattern of the DFCC and
the DLVA-cavity assembly was then selected as the model for
the data calibration and the inversion algorithm. Fig. 9(b) pro-
vides a comparison between the patterns of the proposed DFCC
and the DLVA-cavity assembly.

Using these results, the full system was modeled and ana-
lyzed. The performance of the proposed DFCC antenna model
and the Hertzian dipoles model in comparison to the measure-
ment results is presented in Fig. 10; here one of the antennas is
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Fig. 10. Comparison at 3.5 GHz between system measurements, and data from
the DFCC model and the slanted Hertzian dipole model. (a) and (b) Magnitude
and phase of incident field. (c) and (d) Magnitude and phase of scattered field
from a PEC object.

used as the transmitter, while the rest of them are in receiving
mode. As can be observed from these results, the difference be-
tween the measurement and the simulation model has been re-
duced when the DFCC model is adopted. The graphs of Fig. 10
show better agreement for phase than for amplitude especially
when no object is present in the imaging system. This is con-
sistent with what was reported in [33]. The presence of an-
tennas and probes in close proximity to the object, as well as
the near-field nature of such systems, is the main cause of these
discrepancies.

1) Wooden Block/Nylon Cylinder Using DFCC: To illustrate
the enhancement in the acquired image using the new model,
the collected data for the wooden block and nylon cylinder
of Fig. 6(a) were inverted with transmitters modeled first as
Hertzian dipoles, and then as DFCCs. This was performed at
3.5 GHz. 2-D cross-section plots of the real and imaginary part
reconstruction at planes ¥y = 0 and z = 0 are shown in Fig. 11.

2) Results Discussion: As can be observed from the recon-
structions, when the transmitters are modeled using DFCC an-
tennas, the imaginary part of the permittivity is also successfully
reconstructed. However, with the antennas modeled as Hertzian
dipoles, no meaningful reconstruction of the imaginary part is
obtained. Moreover, the real part of the inverted image using the
DFCC model is more clear with fewer artifacts in comparison
to the Hertzian dipole model.

The results are satisfactory as the inversion algorithm was
capable of distinguishing the presence of the two targets per
configuration, along with correctly estimating their size and
location. In both datasets, the relative electric permittivities
were underestimated: ¢™V1°™ was estimated at 2.5 instead of 2.7
and €%°°? at 1.5 rather than 1.9. For the wooden block/nylon
cylinder dataset, the shape of wooden block in the 3 = 0 plane
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Fig. 11. Reconstructions of wooden block/nylon cylinder OI at 3.5 GHz. The
2-D cross section plots at the y = () plane for real and imaginary part of the
permittivity using DFCC and slanted dipoles. The white solid lines depict the
expected location of the OL.

is not rectangular; this might be due to the limited amount
of data available to perform the inversion. Other contributing
error factors are modeling error in the incident field considered
and the assumed location and size of the calibration object.
Nevertheless, the modeling error was reduced up to some extent
by adopting a DFCC antenna model rather than a simplistic
Hertzian dipole model. The effect of modeling error reduction
was more significant in the imaginary part of the inverted
permittivity.

IV. CONCLUSION

In this paper, we have presented an MST-based 3-D full-vec-
torial multiple polarization MWI system. The system was suc-
cessfully tested and numerical results have shown successful in-
version of experimental datasets. To enhance the inversion re-
sults, the modeling error of the system was reduced by adopting
a DFCC antenna model. The main advantage of this model was
the reduced complexity of the experimental system model.
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