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Abstract

This report introduces the Proximity System, an applicatieveloped to demonstrate descriptive-
based topological approaches to nearness and proximibynwtite context of digital image analysis.
Specifically, the system implements the descriptive-bastedsection, compliment, and difference op-
erations defined on four different types of neighbourhodglach neighbourhood can be considered a
Region Of Interest (ROI), which plays an important role isagirning perceptual similarity within a sin-
gle image, or between a pair of images. In terms of pixelseariess between ROIs is assessed in light of
the traditional closeness between points and sets anchelssbetween sets using topology or proximity
theory. The contribution of this report is a detailed distois on the Proximity System.

Keywords: Digital images, metric-free distance measure, probetfons, image analysis, near sets,
nearness, neighbourhoods, proximity, topological stmast.
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1 Introduction

The Proximity System is an application developed to demonstrate descripteg-topological approaches
to nearness and proximity within the context of digital image analysis. TherRitg>System grew out of the
work of S. Naimpally and J. Peters{10], was also influenced by work reported irf-14], and has resulted
in one publication 15] (thus far). The Proximity System was written in Java and is intended to runan tw
different operating environments, namely on Android smartphones aledsads well as desktop platforms
running the Java Virtual Machine. With respect to the desktop environtier®roximity System is a cross-
platform Java application for Windows, OSX, and Linux systems, whictbkas tested on Windows 7 and
Debian Linux using the Sun Java 6 Runtime. In terms of the implementation of thetisabapproaches
presented in the report, both the Android and the desktop based appbkoasiethe same back-end libraries
to perform the description-based calculations, where the only diffeseace the user interface and the
Android version has less available features. probe functions given in Definitio8) due to restrictions on
system resources.

The inspiration for the approach implemented in the Proximity System is an altisenn [9] that
the concept of nearnésss a generalization of set intersection. The idea follows from the notiontof se
description L0, §4.3], which is a collection of the unique feature vectorgl{mensional real-valued feature
vectors representing characteristics of the objects) associated with abijgws in the set. Describing sets
in this manner, at some level, matches the human approach to describing abjsoté. Furthermore, in
comparing disjoint sets of objects, we must at some level be performing aacisimp of the descriptions we
associate with the objects within the sets. Thus, a natural approach faifgung the degree of similarity
(i.e. thenearnes®r apartnesy between two sets would be to look at the intersection of the sets containing
their unique feature vectors.

The sets considered in the Proximity System are obtained from digital imagieisskEnce, Regions Of
Interest (ROI) play an important role in discerning perceptual similarity withséimgle image, or between
a pair of images. In this work, four different ROIs are considerednélg, a simple set of pixels, a spatial
neighbourhood, a descriptive neighbourhood, and a hybrid apipinavhich the neighbourhood is formed
by spatial and descriptive characteristics of the objects. In terms of polelseness between ROIs can
be assessed in light of the traditional closeness between points and deleseness between sets using
topology or proximity theory10, 16].

The approach reported here builds on the work of many others. Thefidets of similar sensations was
first introduced by J. H. Poincaiin which he reflects on experiments performed by E. Weber in 1834, and
G. T. Fechner’s insight in 185AF-20]. Poincaé’s work was inspired by Fechner, but the key difference is
Poincae’s work marked a shift from stimuli and sensations to an abstraction in tdregtotogether with
an implicit idea of tolerance. Next, the idea of tolerance is formally introdugds. IC. ZeemanZ1] with
respect to the brain and visual perception. Zeeman makes the obsethatiarsingle eye cannot identify a
2D Euclidean space because the Euclidean plane has an infinite numbgrtef pistead, we see things only
within a certain tolerance. This idea of tolerance is important in mathematical afptis where systems
deal with approximate input and results are accepted with a tolerable leeelarf an observation made
by A. B. Sossinsky 17], who also connected Zeeman'’s work with that of Poig&arIn addition to these
ideas on tolerance, F. Riesz first published a paper in 1908 on theessarhtwo setsl] 5], initiating the
mathematical study of proximity spaces and the eventual discovery ofiptdgdy near sets. Specifically,
Near set theory was inspired by a collaboration in 2002 by Z. Pawlak .aRrdRkters on a poem entitled
“How Near” [2], which lead to the introduction of descriptively near s&s4]. Next, tolerance near sets
were also introduced by Petei 8], which combines near set theory with the ideas of tolerance spaces and
relations. Finally, a tolerance-based nearness measure was intrad(it2d 3].

introduced within the context of Riesz’s proximit§][
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2 Description-based Set Operators

Many interesting properties can be considered by introducing the diésorgd a set. The following gives
definitions of new operators considered in the light of object descripfam®riginally reported in15]).

A logical starting point for introducing descriptive-based operatoginsewith establishing a basis for
describing elements of sets. All sets in this work consist of perceptuaitsbje

Definition 1. Perceptual Object A perceptual objeds something that has its origin in the physical world.

A perceptual object is anything in the physical world with characteristiseiable to the senses such that
they can be measured and are knowable to the mind. In keeping with theaappoopattern recognition
suggested by M. Pave2], the features of a perceptual object are quantified by probe fursction

Definition 2. Feature[23]. Afeaturecharacterizes some aspect of the makeup of a perceptual object.

Definition 3. Probe Function[3,24]. A probe functions a real-valued function representing a feature of
a perceptual object.

Next, a perceptual system is a set of perceptual objects, together wetlobmsobe functions.

Definition 4. Perceptual Systen{25]. A perceptual systerfO, F) consists of a non-empty setof sample
perceptual objects and a non-empty Betdf real-valued functions € FF such thatp : O — R.

Combining Definitionsl & 3, the description of a perceptual object within a perceptual system can be
defined as follows.

Definition 5. Object Description. Let (O,FF) be a perceptual system, and BtC F be a set of probe
functions. Then, thdescriptionof a perceptual object € O is a feature vector given by

Pp(z) = (91(2), d2(2), ..., di(2), ..., di(x)),

wherel is the length of the vectabs, and eachy;(x) in ®3(z) is a probe function value that is part of the
description of the object € O.

Note, the idea of a feature space is implicitly introduced along with the definitiobjett description. An
object description is the same as a feature vector as described in tradu@bieah classificatior2l]. The
description of an object can be considered a point if-dimensional Euclidean spa# called a feature
space. Further, a collection of these points, a set of objectsA C O, is characterized by the unique
description of each object in the set.

Definition 6. Set Description[10, §4.3]. Let A be a set. Then theet descriptiomf A is defined as
D(A) ={®(a) : a € A}.

Example 1. Let (O, F) be a perceptual system, whetecontains the pixels in Figl, A C O, and5 C

[F contains probe functions based on the RGB colour model. Then, the sziptien of A is D(A) =
{mm = m[]} where each coloured box represents the 3-dimensional real-vgledector associated the
box’s colour.

Next, J. Peters and S. Naimpally observed that, from a spatial point of thewdea of nearness is
a generalization of set intersectio®.[ In other words, when considering the metric proximity, two sets
are near each other when their intersection is not the empty set. Furthetheyr@pplied this idea to the
concept of descriptive nearness 0] §4.3] by focusing on the descriptions of objects within the sets. In
this case, two sets are considered near each other if the intersectioir defwiptions is not the empty set.
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Figure 1: Example demonstrating Definitién

Definition 7. Descriptive Set Union Let A and B be any two sets. Ttaescriptive (set) unionf A and B
is defined as
A L<i>J B={xe AUB:®(z) € D(A)or ®(x) € D(B)}.

Definition 8. Descriptive Set Intersection[9,10]. Let A and B be any two sets. Thaescriptive (set)
intersectiorof A and B is defined as

A A B={re€ AUB: ®(zx) € D(A) and®(z) € D(B)}.

Example 2. Let (O, F) and (O, F) be perceptual systems corresponding to Pg.& 2c, respectively,
where the perceptual objects and probe functions are defined in thersam®er as Examplé. Moreover,

let the blue rectangles in Figb (resp. Fig.2d) represent two setsd, B, for which the descriptive inter-
section is considered. Then, the inverted pixets p; = {c;, s, 255 — R;, 255 — G4, 255 — B;)T}) within
these sets represent their descriptive intersectienthe inverted pixels represent the objects with matching
descriptions in both sets.

O =)
o o

(@) (b)

(© ()

Figure 2: Example demonstrating DefinitiBn
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Definition 9. Descriptive Set Difference Thedescriptive (set) differencér descriptive difference set
between two setd and B is defined as

A\B={red: )¢ D(B)}

Example 3. The descriptive difference between the sets introduced in Exahgukegiven Fig.3. In this
case, the inverted pixels represent all the objects that do not have imgescriptions in the other set.

(a) ®)

Figure 3: Example demonstrating Definition

Definition 10. Relative Descriptive Complement Let A be a set, and leB C A. Then, the relative
descriptive complement éf in A is defined as

Cq,:; (B)y={z€ A:®(x) ¢ D(B)}.

Definition 11. Descriptive Set Complement The descriptive (set) complement of a 4dh the universe
U is defined as

C(A)=Cu(4)=U\4

P (] P
Example 4. Considering the perceptual systems introduced in Exaptee descriptive complement of
each set represented by a blue rectangles in#ig.given by the inverted pixels. In other words, the inverted
pixels represent objects that do not have matching descriptions to tbos&ied inside the blue rectangle.

(a) ®)

Figure 4: Example demonstrating Definitit.

3 Application to Description-based Neighbourhoods

This section outlines several types of neighbourhoods to which the alpevators can be applied.

Cl Laboratory TR-2012-021 4



Definition 12. Spatial Neighbourhood (without focus) A spatial neighbourhoodithout focus is a tradi-
tionally defined set,e. it is a collection of objects.

The set operands from Examplést are examples of spatial neighbourhoods without focus, which are
simply collections of pixels.

Definition 13. Spatial Neighbourhood (with focus) Letz, y € O be perceptual objects, létx, y) denote
any form of distance metric betweerandy, and letN,(z,t) = {y € O : d(z,y) < ¢} denote an open ball
(using any distance metrif{z, y)) with with radiust € [0, c0), and centrer. Then, aspatial neighbourhood
with focusz is defined asVy(x, t) for somer € O.

The termfocusused here is synonymous with tbhentreassociated with an open ball, yet is preferred (in
this context) since spatial neighbourhoods may still have an object théseceonsidered the spatial centre
of the set. Moreover, the terfocusimplies conscious directed attention, which is more in line with the idea
of using description-based neighbourhoods as part of a formal Warkeor quantifying the perceptual
nearness of objects and sets of objects.

Definition 14. Description-Based Neighbourhood Letz,y € O be perceptual objects with object de-
scriptions given byp(x), ®(y). Then, adescription-based neighbourhoisdiefined as

Noe ={y € 0:|®(x) — (y)| < e}
A pointy is a member of1, ., if and only if, |®(x) — ®(y)| < e.

Example 5. Consider a perceptual system defined in a manner similar to Exainpleen, the inverted pix-
els in Fig.5b represent a description-based neighbourhood, where the focog€tef the neighbourhood
is represented by the enlarged dark pixel. Nate; 0.23 (out of a maximum of/3) was used to generate
this neighbourhood.

(b)

(d)
Figure 5: Example demonstrating Definitioh3& 14.

Definition 15. Bounded-Descriptive Neighbourhood Let z,y € O be perceptual objects with object
descriptions given b (z), ®(y). Then, abounded-descriptive neighbourhoisdiefined as

m;s ={ye0:|®(x)— d(y) <e|andy € Ny(z,v)}.

Cl Laboratory TR-2012-021 5



In other words, a poiny is a member of1; _, if and only if,y is descriptively similar to some pointinside
Ngy(z, )} with centrer and radiust.

Example 6. As in all the previous examples, assume a perceptual system similar maplea Then, the
inverted pixels in Fighd represent a bounded-descriptive neighbourhood, where the foensré) of the
neighbourhood is the enlarged green pixel. Here; 0.17 was used to generate this neighbourhood.

4 Metric-Free Nearness Measure

Next, a metric-free description-based nearness measure using thiptilesoperators introduced in Sec-
tion 2 is presented, which is related to work on a tolerance-based nearnessrensgported in12, 13].
Furthermore, the approach presented here has direct application toamelgsis and is related to the rough
set image analysis approaches reporte@i+34]. Similarly, this measure can be applied to the problem
of content-based image retriev8H in a manner analogous to the tolerance nearness measure approached
taken in B6-38]. As in the case of the tolerance nearness measure, both approaohescaantify the
similarity between sets of objects based on object description. Howeveg|¢hance nearness measure is
obtained using tolerance classes (s&g, [39]) obtained from the union of the sets under consideration,
while the description-based nearness measure is based on the desopptiators presented in this article.
The idea that motivated this measure comes from the observati®jtiaf nearness is considered a general-
ization of intersection. Intuitively speaking, we perceive sets of objedis 8milar or near in some manner
when they share common characteristics. Thus, if considering setpdests (as given in Definitiol), the
descriptive intersection should not be empty if we consider the sets to be siitiiaespect to one or more
features. Keeping these ideas in mind, a metric-free description-basetkeas measuréN M, is defined

as follows.

Definition 16. Metric-Free Description-Based Nearness Measurd_et X, Y C O be sets of perceptual
objects within a perceptual system. Themetric-free description-based nearness medsutefined as

X NY]
P

ANM(X,Y)=1— ——.

The nearness measure produces values in the intédva], where, for a pair of sets(, Y, a value of 0
represents complete resemblance, and a value of 1 intimates no resembla

Example 7. Consider a perceptual system defined in a manner similar to Exalneieept using only probe
functions based on the red and green components from the RGB coloet. miden, thelN M values of

the images in Fig6 are given in Tablel, where two different types of neighbourhoods are considered in
the descriptive intersection. Specifically, F&a & 6b contain spatial neighbourhoods, and Figc & 6e
depict the bounded-descriptive neighbourhoods (obtained avith0.23) that are used in generating the
descriptive intersection given in Fi§d & 6f. Notice, as expected, in all cases & M is lower when
comparing the two mushrooms. Also, there are no objects in the two neigiduals in Fig.6ethat have
matching descriptions. Hence, the empty intersectiond@d/ = 1.

5 Practical Application
Note, the practical application of Definitio®s 9, & 11 to real world problems may require relaxing their

implicit equivalence requirement since these types of applications tend kowitbrapproximate input data
and solutions can tolerate a certain level of er@rlp, 17]. In other words, instead of requiring object

Cl Laboratory TR-2012-021 6



Figure 6: Example demonstrating Definitit6.

Table 1: Nearness Measure Values for Images iné-ig.

Image Neighbourhood Type dNM
E;g gg Spatial (without focus) 8?2
IFZIi%I. %? Bounded-Descriptive Neighbourhood 0'137

descriptions to match in order to appear within the output of the descriptivaéatéon, better results may
be achieved if the difference between object descriptions are alloweg wothin somez, as,e.g, in the

following equation
AQB:{aeA,beB: |®(a) — @(b)| < e}.

Similar modifications can also be made to Definiti®s 11. In fact, this functionality has been built
into the Proximity System and is described in Sectioh below. Moreover, as shown by Tabk this
approach was used to improve the results from Examdg increasing the difference NV M between
sets considered perceptually neice.(the two mushrooms) and those that are net the mushroom and

the fish).
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Table 2: Improved Nearness Measure Values for Images ir6Fig.

Image Neighbourhood Type dNM
,E:g gs Spatial (without focus) 822
Fig. 6d 0.33

Fig. 6f Bounded-Descriptive Neighbourhood g'gq

6 Desktop Application

The following details the usage of the desktop version of the Proximity Systenstaft the application,
open the jar file using the Java runtime engine. If required, the the Jatnimeucan be downloaed from
http://ww. j ava. conl en/ downl oad/ i ndex. j sp.

6.1 Opening Images

The Proximity System desktop application supports JPEG, PNG, GIF, ariRl fdd/formats. On startup,
the user must select an image via B&lect Imagéutton (seee.g, Fig. 7). A new image can be opened at
any time by selectingrile — Openor using the key combinatioBtrl + O. If an image is already opened,
a confirmation will appear to ensure the user wants to proceed with the a¢tioally, recently opened
images can be selected by choosing the corresponding item kiléhe: Open Recennenu.

Proximity System

File Edit View Help

Features

| =l | colours
] Alpha
¥] Blue
|¥] Green
] Red

You must first select an image to use.

Select Image

Edit Features

Figure 7: The Proximity System on startup.

6.2 Image Snapshots

Once an image has been opened, the user may save a snapshot ofaghedisplay. There are three ways
to open the snapshot dialog (shown in R8). Selecting the snapshot icon in the main toollale —
Snapshator Ctrl + S. Once the shapshot dialog has been opened, the user can name of dmel filee
directory in which to save the file, which results from selectingShgebutton. The user will be prompted
before overwriting a file or if any error occurred while saving the image.

6.3 View

The following subsections detail the features that can change the view ofitrent image.

Cl Laboratory TR-2012-021 8
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Marne: ﬂ‘

Save in folder: Pictures

Cancel Save

Figure 8: Example demonstrating the screen capture dialog.

6.3.1 Panning

To pan the view of the image canvas click and drag usingytitielle mouse buttorOr, to centre the image,
selectView— Center

6.3.2 Zooming

The magnification of the image can be changed using the following actions:

e Ctrl + Scroll the mouse wheel;
e View— Zoom— Zoom InandZoom Out or

e using thet+ and- keys.

6.3.3 Full Size

The image can be displayed at its full size by selectieyv— Zoom— Zoom 1:1or by using thel key.

6.3.4 Zoom to Image

To fit the image within the Proximity System canvas, seléetv— Zoom— Zoom to Imager use3 key.
This will centre the image and set the zoom to ensure the image fits within the imagesca

6.4 ROls

The following sections describe the process of adding ROIs to the Proxilystgi®. Note, the Proximity
System calculates Definitior® 9, & 11 as soon as a new ROI is added by the user. In additi@rof the
Proximity System also finds the upper approximation for each ROl added wystem (seee.g, [40]).
For instance, consider the cases where a user adds a first, seednhird ROI to the system, denoted by
A, B, C, respectively. Immediately after the first ROI is added, the calculationthéodescriptive inter-
section, set difference, and compliment are started (in this case the obithatintersection and difference
operations is trivial). Similarly, these operations are re-calculated afteditidon of a second ROI. Here,
the system will calculatel Q B, A\ B, andg (AU B). Then, the following operations are started once a
d

third ROI is specified by the user. Name(y} g B) g C,(A\ B)\ C,and( (AU BUC). This process
I P

is continued for each new ROI added by the user, and the time to completiactobperation is specified
by the progress bar.
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6.4.1 Rectangular and Oval ROIs

Rectangle and oval ROIs can be added to an image by using the comexsptools on the toolbar and
performing the following steps (as demonstrated in B)g.

Figure 9: Example demonstrating the addition of a ROI.

1. Select either the rectangle or oval drawing tool.
2. Move the cursor to a point within the image pane that represents a ofithernew ROI.
3. Click and drag the cursor to the opposite corner of the ROI and relBesss thescapekey to cancel

adding the ROI while dragging the mouse.

6.4.2 Polygonal ROIs

Polygon ROIs are added to the image using the polygon tool and can havbittary number of vertices
(seee.qg, Fig. 10).

Figure 10: Example demonstrating the addition of a polygon ROI.

1. Click the points within the image to form vertices of a polygon. A previouslggdavertex my be
removed by pressing theackspacdey. Press thescapekey to cancel adding the ROI at any time.

2. Repeat the previous step until all desired points have been added.
3. The polygon can be completed by either pressingetiterkey, or clicking on the first vertex, which
is indicated by a line connecting the first and last vertices.
6.4.3 Selecting ROIs

The selection tool is used to select ROIs that have been added to the imagé&ed box surrounding the
ROI indicates a ROI has been selected. To select an ROI, click the d&redr drag a box around the
desired ROIs. An example of two selected ROIs is given in Flg.

Cl Laboratory TR-2012-021 10



Figure 11: Example demonstrating two selected ROIs.

6.4.4 Deleting ROIs

ROIs can be removed from the image in three ways. First, a ROl must béesktegfore it can be removed.
Then, the ROI can be removed using any of the following.

¢ Right clicka selected ROI and seldotletefrom the context menu
e Edit — Delete

e Deletekey

6.4.5 Moving ROIs

Once a ROI has been added to the image, the selection tool can be used theR®@ (within the bounds
of the image). This can be accomplished by selecting and dragging the RQhwithouse.

6.5 Descriptive-based Operators and Neighbourhoods

Above the image canvas are the headiRggions Neighbourhoodslntersection Complimentand DDiffer-

ence TheNeighbourhoodab is used to display the ROIs given in Definitialg& 142, while the latter
three headings provide the output corresponding to the operatorsigilzefinitionss, 9, & 11. Recall, as

was mentioned in Sectidh4, the output of these operators is calculated immediately after each new ROl is
added to the system (via tiRegiongab), and the time to completion is specified by the progress bar.

6.5.1 Epsilon

As was mentioned in Sectidh real world applications may benefit from allowing objects in which their
descriptions differ by some to satisfy the conditions of Definitior® 9, & 11. For example, redefining
Definition 8 as

AQB:{aeA,beB:|<I>(a)—<I>(b)|gg}. (@)

As aresult, at a cost to performance, each of theliighbourhooddntersection ComplimentandDiffer-
enceallow the user to specify a separate value,ofthich can be used to relax the equivalence requirement
of each definition. Thus; = 0 specifies the operations given in Definitio®is9, & 11, while a value of

e > 0 redefines these operations agy, the descriptive set intersection given in Hq Finally, theNeigh-
bourhooddgab also allows the user to specifywhich corresponds to the value from Definitids. Here,

¢ determines the membership of the neighbourhoods, which are used aadptar the descriptive-based
operations in the other tabs.

2Note, Definition13 can be realized by creating a circular ROI, and Definitldroccurs when the ROI is the selected as the
entire image (in conjunction with the feature described in Section).
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6.5.2 Using Neighbourhoods

Within the Proximity System, the operands to the descriptive intersection, compliamehdifference oper-
ators are eithérspatial neighbourhoods (without focus) or bounded-descriptiggbeurhoods. By default,
the calculations are performed with spatial neighbourhoods. Selectingsth&leighbourhoodsheckbox
changes the operands to bounded-descriptive neighbourhoodsutordatically restarts the calculations
with the new input parameters. Note, the large square within the ROI reypsdbe centre pixel used to de-
termine the membership of the bounded-descriptive neighbourhood anbidusn and shown froriiew
— Show Pivots

6.5.3 Descriptive Intersection Output

Besides the result of the descriptive set intersection,Itiersectiontab also displays the metric-free
description-based nearness measure (given in Definlfpmunder the headin@egree the cardinality of
the descriptive union, and the cardinality of the descriptive intersection.

6.5.4 Progress Bar

Any change to the parameters in the Proximity System causes the systemltolegeathe descriptive
neighbourhoods, intersection, difference, and complement. The time tdettnmf the currently viewed
operation is specified by the progress bar at the bottom of the image canvas

6.6 Probe Functions

The probe functions used to determine object descriptions are displaiyedpane to the left of the applica-
tion window. Probe functions can be enabled and disabled by checkihgrezmecking their corresponding
boxes. Entire categories can be enabled and disabled in the same mdmstatlis of features affects all
tabs and is remembered between sessions.

6.6.1 Adding Probe Functions

Additional probe functions can be added to the Proximity System using thegdibtmwn in Fig.12. The
input to the dialog is a class file extending theageFunalass described in SectidmageFunc The steps
to add new probe functions are as follows.

Click theEdit Featuresbutton below the features pane.
Click Browseand select a folder containing the desired class files.
Select the probe functions you would like to add.

Enter a category name in tlategorytext field.

o A W bd PF

SeleclOK

6.6.2 Removing Probe Functions

To remove features or categories right click the feature or categorglmkdRemove Any default features
or categories that are removed will return the next time the application is started

3As was mentioned in Sectidh5, Definitions13& 14 are possible.
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Categony: [Example Category

Source folder: Features

[[] TestFeature

| selectal .‘ Deselect All |

| cancel | ( oK

Figure 12: Example demonstrating the addition of user-defined features.

6.7 Implementation

The Proximity System desktop application was developed usindethipse IDEon Debian Linux The
interface was built using tH8WT library with helper classes from tli&acedoolkit. TheWindowBuilder Pro
Eclipse plugin was used to design the interface of the application. The platésrm Jar package was
created with an Ant script usifgWTJar

7 Android Application

The Android-based version of the Proximity System runs on the Androtfopta. The application was
tested on 4.0.3 and should be backwards compatible down to version 2.2i¢gitblmler phones my lack
sufficient resources). The application can be downloaded via thel&Btay StordNSERT LINK ONCE
UPLOADED. Fig. 13 contains a screenshot of the Android version.

m Proxi... REGIONS NEIGHBOURHOODS INTERSECTION COMPLIMENT DIFFERENCE +

COLOUR

Alpha

Red

Figure 13: GUI of the Android-based Proximity System.
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7.1 Opening Images

On startup, the user will be prompted to select an image via their system’s imiagdoseapplication.
Opening a new image requires restarting the application.

7.2 Image Snapshots

The user may save a snapshot of the current display at any time by sg®ctipshofrom the menu. The
images are saved in the Proximity-System folder within the system’s picturesattireA sample snapshot
is given in Fig.14.

Figure 14: Sample snapshot from the Android-based Proximity System.

7.3 View

The following subsections detail the features that can change the view ofitrent image.

7.3.1 Panning

To pan the current view, press adihg your finger across the image.

7.3.2 Zooming

The magnify the current view, usep@nch gesture, ordouble-clickto toggle between a zoomed-in and
zoomed-out view of the image.

7.4 ROls

The detailed discussion on ROIs in Sect®d also applies to the Android-based version and will not be
repeated here.

7.4.1 Rectangular and Oval ROIs

Rectangle and oval ROIs can be added to an image by seléadihg RO) represented by the tidusicon,
from the action bar. Once selected, the user can choose the shapdr@itfrem the drop-down menu in
the action bar. Drag the edges of the ROI (with your finger) to grow anidlsto the desired size. Drag
within the ROI to move it over the image. The view will ensure the ROI stays withist¢heen. Select the
Checkicon to finalize the ROI. An example of adding a rectangular ROl is shown inlbig
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m Proximity System  Rectangle

COLOUR

Alpha

Red

Figure 15: Example demonstrating adding a rectangular ROI.

7.4.2 Polygonal ROIs

Polygon ROls are added to the image by selectindPlusicon from the action bar and selectiglygon
from the drop down menu. Tap the screen to add vertices, which can erbgwragging them. A vertex
can be removed by dragging it off the image. Select@heckicon to finalize the ROI. An example of
adding a polygon ROl is shown in Fig6.

a Proximity System  Polygon

COLOUR

Alpha

Red

Figure 16: Example demonstrating adding a polygon ROI.

7.4.3 Clearing ROIs

To clear all the regions, open the overflow menu (represented by tleevibriécal boxes in the action bar or
the device’s hardware menu button) and sef@etar Regions

7.5 Descriptive-based Operators and Neighbourhoods

A discussion of the different navigation tabs was presented in Se&ttas not repeated here.
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7.6 Epsilon

The Set Epsiloritem in the action bar is used to set the epsilon of the current tab. See Sg@&ibfor a
discussion on.

7.6.1 Using Neighbourhoods

The Use Neighbourhoodgem in the overflow menu is used to set using neighbourhoods in the ctalent
Again, Sectiort.5.2also applies to the Android-based version of the Proximity System.

7.6.2 Descriptive Intersection Output

Section6.5.3details the output provided on the descriptive intersection tab’s actiomblawighin its over-
flow menu.

7.6.3 Progress Bar

The functionality of the progress bar is the same as given in Segtto#4 however, its location is above the
action bar as depicted in Fig7.

, REGIONS NEIGHBOURHOODS INTERSECTION COMPLIMENT DIFFERENCE

COLOUR

Alpha

Red

Figure 17: Example showing depicting progress while finding a neighloodrh

7.7 Probe Functions

The probe functions available in the Proximity System are displayed diffgrd@pending on screen size.
On tablets and other large-screened devices, the probe functionssplgydd on a pane to the left of
the image canvas and can be toggled on and off. On phones and smaliestdevices, the features are
displayed on a separate screen that can be opened from the overim(seeg.g, Fig. 18). The features
used to calculate the properties of the image can be turned on or off usingdtresponding switches.

7.8 Implementation

The Android-based Proximity System was developed usingthipse IDEwith theNDK plugin onDebian Linux
ActionBarSherlockvas used to make the application backwards compatible with pre-Gingedeeings.
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5D
]a Select Features

COLOUR

Alpha

Red

Figure 18: Probe function selection dialog for small screen devices.

8 Java Library

Both the desktop and Android based applications share a common librarsfdonpéhe description-based
operations. The Proximity System library has two primary classes with sonit@adtihelpers classes, and
an image specific implementation used in the applications.

8.1 ImageFunc.java

By default, the Proximity System contains six probe functions, namely the toftthe four components of
the RGBA colour modelie., RGB and an opacity channel), an edge detection probe function (impleinente
using the Weber Law Differential Excitatiod], 42]), and a texture probe function (implemented using
homogeneity defined with respect to a grey level co-occurrence magj»®3, 44]). Probe functions are
appended to the Proximity System using limageFunlava class, which is used to map a perceptual object
to a probe function (feature) value. ThmageFuncclass is a generic abstract class with a map method
that maps perceptual objects to their corresponding probe functiontouthis method accepts andex
parameter representing the current perceptual object (pixel) asgséenparameter containing the image
data. Pixel RGB information is retrieved from émageobject by calling thegetObjectmethod, which
returns an integer. The B value is stored in bits 0-7, the G value is stored iB-bis and the R value

is stored in bits 16-23. Finally, thenageFuncclass also has a minimum and maximum value used to
normalize the result of the map method, which is necessary to ensure thatphéaf probe functions with
large magnitude do not dominate the Euclidean distance calculation. Sexamgble probe functions are
given with this handout. An examplemageFunds given in Listingl.

Listing 1: An Example ProbeFunc
import ca.uw nni peg.proxi mty.i mage.|l nmage;
import ca.uwi nni peg.proxi mty.image.|l mageFunc;

/I The class must be in the default package, that is you can not
/I use the package line, in order for it to be added.

public class Perceptual G ayScal eFunc extends | mageFunc {
public Perceptual GrayScal eFunc () {

super(0, OxFF);
}
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@verride

protected doublemap(int index, |nmage system) {
int pixel = system.getObject (i ndex);
return grayscal e(pi xel );

}

public static intgrayscale(int color) {
int r = (color >> 16) & OxFF;
int g = (color >> 8) & OxFF;

int b col or & OxFF;
return (3 xr + 4 x g +b) / 8;
}
@verride

public String toString() {
return "Perceptual Grayscale;”

}

8.2 Optimizations

Memory resources are tightly regulated by the Android OS to ensure ttemsysmains responsive. As a
result, the code used to calculate the description-based operationstpdesere needed to be optimized in
order to run to completion without running out of memory. In particular, tlexigrity System allows users

to find the result of description-based operations using a tolerance relétitmlerance relation presents a
view of the world without transitivity (sees.g, [45]). In this case, the Euclidean distance between object
descriptions must simply be within soraén order to be included in the result. Consequently, the approach
to performing these descriptive-based operations can be more compaitgtcmmplex than when using the
indiscernibility relation.

The PerceptualSystemas$ implements the methods used to calculate the output of probe functions.
Perceptual objects and probe functions must be addedPerceptual Systembject before probe function
values can be calculated. Each perceptual object is given an indexenwhbn it is added to thieercep-
tualSystenobject. Probe function calculations are then made using object indicesalldvis arrays to be
used rather than list objects, which removes some overhead (especialiy bk ups are concerned).

Maps of unique object description are created between object indicethain corresponding object
descriptions, which greatly reduced the overhead with comparisonsifiSakty, as a result of this modifi-
cation, comparisons between sets are made solely on set descrip#olist$ of unique object descriptions
associated with a set), and then the lists of objects associated with the matstigptides can be combined
into the final result. This optimization was particularly important since these aisopa were found to be
one of the most time consuming part of the calculation.

An example of the optimized algorithm for finding the descriptive intersectioivengn Alg. 1. Here,
the descriptive intersection is calculated on two setnd B by comparingD(A) to D(B) using an addi-
tional setD(C), which is a copy ofD(B). Object descriptions will subsequently be removed frbgt)
during calculation of the descriptive intersection, causing it to becomesesafD(B). During the calcu-
lation process, an object descripti®iia) € D(A) is compared to each object descriptid(h) € D(B). If
a matching descriptions found, both descriptions are marked as matched and the descriptio{fBm
is removed fromD(C), i.e. D(C) < D(C)\®(b). Once a match occur®(a) is then compared to the

“Note, in the following discussion, we distinguish between perceptual olfjextpixels in the case of the Proximity System),
and objects defined in traditional Java programming.
SRecall, this includes the case where the difference in object descriptiaiithis somes.
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remaining object descriptions #2(C'), starting at the index df. Any additional matches are also removed
from D(C'). Each new iteration starts by comparing an objecDim) with D(B), and only switches to
the reduced séP(C) if a match is found. In this way, the problem of comparing two descriptionghidns
both already been found to be within the descriptive intersection is avoidkthe number of comparisons
is reduced.

Algorithm 1: Descriptive Intersection Algorithm
Input : A, B,D(A),D(B),e
Output: A Q B

FindD(A) (The unique colours il);
Find D(B) (The unique colours im);
D(C) «+ D(B);

D(A 0 B) « 0;

for ®(a) € D(A) do

for ®(b) €
if ||

A W N P

) do
) — ®(b) ||,< e then
D(AN B) «+ (AQB)ué(a);
A )eD(AQB)UMb);
10 D(C) « D(C)\@(b);
11 if |"D(C)| > 0then
12 for ®(c) € D(C) do
13 if || ®(a) — ®(c) ||,< ethen
14 LD(AQB) <—D(AQB)U<I>(C);
D(C) < D(O)\&(c);

0 N o o

>

D(B
n
P
N
(<3}

®(a
D(
(

15

16 B break;

17 //For each description in the result, add the pixels that have this colour
AQB:{J:EAUB:@(J:)ED(AQB)};

9 Conclusion

This report presented details on the Proximity System and backgrouneisorifgtion-based set operations,
their application to description-based neighbourhoods, and a metrindegress measure. The contribution
of the report was a systematic discussion of all functions of the Proximiteg®8ysA particularly nice feature
of this tool is the ability for users to define there own probe functions. Tlishas already proved vital in
the study of descriptive-based topological approaches to neampsaimity within the context of digital
image analysis, as can be seen by results reportedjn [
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