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Abstract

The effect of precision study sample size is not considered in current recommendations for assessing bone min-
eral density (BMD) change. Intuitively, a larger sample size should provide greater confidence in the derived least
significant change (LSC), which should translate into a more confident determination of change. We evaluated an
empirical Monte Carlo simulation method for estimating the significance of an observed change in BMD that simul-
taneously considers the magnitude of the change, the LSC point estimate, and the precision study sample size. This
method showed a progressive increase in the ability to identify BMD change using larger precision study sample
sizes. Approaches that consider the error in the LSC estimate may provide more robust determinations of BMD
change even when the precision study sample size is limited.
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Introduction

Bone density measurements are widely used for serial
monitoring of patients with suspected or confirmed osteopo-
rosis (1). Assessment of precision error in bone mineral den-
sity (BMD) testing is a prerequisite to characterizing
longitudinal changes (2). The International Society for Clini-
cal Densitometry (ISCD) has a standardized methodology for
conducting an in vivo precision study and recommends that
this be performed by each densitometry center (2,3). The
ISCD procedure states that precision error should be obtained
from an assessment with 30 degrees of freedom (df; e.g., 30
individuals with 2 scans each or 15 individuals with 3 scans
each) drawn from the patient referral population and using
the root mean square (RMS) approach.

A sample size of 30 df ensures that the upper limit for the
95% confidence interval (CI) of the calculated precision value
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is no more than 34% greater than the calculated precision
value (2). It is not widely appreciated that this degree of var-
iation in the precision value can lead to considerable inconsis-
tency (20% or greater) in classifying change when applied to
patients undergoing BMD monitoring (4). This relates to the
fact that a conventional precision study only provides a point
estimate of the precision error. The error in the precision es-
timate, which is a function of the sample size df, is not explic-
itly considered in current approaches for assessing BMD
change. Intuitively, a larger sample size should provide
greater confidence in the precision estimate and derived least
significant change (LSC), which should in turn translate into
a more confident determination of change. Conversely, if the
observed change in a patient’s BMD exceeds the LSC point
estimate but still falls within the 95% confidence interval
for the LSC, then it may not be possible to conclude that
the patient’s BMD has truly changed.

Methods

Theoretical Considerations

We developed an empirical method for estimating the sig-
nificance of an observed change in a patient’s BMD that
5
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simultaneously considered the observed magnitude of the
change, the RMS error, and LSC as estimated by the ISCD
procedure (denoted the observed RMS error and LSC), and
the precision study sample size (df). Monte Carlo simulation
was used to define a continuous metric of confidence that
change had occurred, which is referred to as the sample
size responsive p value (SSR-p). Assumptions underlying
this model are that: (1) measurement error is normally distrib-
uted; (2) short-term precision error can be used to approxi-
mate long-term precision error (no baseline or machine
drift); and (3) that there is equal measurement error for all pa-
tients (no spectrum bias). These assumptions are also funda-
mental to the ISCD procedure (2,3) and are consistent with
empirical data (5,6).

To implement this method, we simulated the results that
would be obtained if 10,000 independent precision assess-
ments had been performed and used to categorize the ob-
served BMD change in a patient. When there is a consistent
designation of change using these 10,000 LSC classifiers,
then one can have a high degree of confidence that the change
is real. To simulate 10,000 LSC estimates based on 30 df, it is
necessary to generate 300,000 simulated scan-pair errors.
These 300,000 measurements are then grouped into indepen-
dent subsets of 30, which are then used to derive 10,000 in-
dependent LSC estimates using the ISCD procedure. The
measurement error for each simulated scan-pair is generated
as a random normal variate with a mean of 0 and standard de-
viation equal to the observed RMS error from the precision
study. To determine if the observed change in patient BMD
is significant, DBMD is compared with the 10,000 LSC esti-
mates to determine the proportion in which DBMD exceeds
the LSC. The larger this fraction, the more likely that the ob-
served patient change is not due to measurement error. SSR-p
is the fraction of the cases in which the LSC exceeds DBMD.
When this fraction is !0.05, then it can be interpreted as an
empirically derived p value consistent with significant patient
change at the 95% confidence level. Computational details are
given in the Appendix.

This procedure was implemented in Excel (Windows XP
Version, Microsoft Inc.). The calculations can be readily inte-
grated with the ISCD Bone Densitometry Precision Calculat-
ing Tool (www.iscd.org). Although the computation time is
relatively slow as described in the Appendix (5e10 min),
the spreadsheet only needs to be run once to fully analyze
the data in terms of all possible BMD cutoffs and sample
sizes. There are additional computational shortcuts that can
be implemented that reduce the program’s running time.
For example, the simulated LSCs can be directly modeled
by fitting a Chi-square distribution to the variance of the
simulated precision studies. By using this modification and
limiting the spreadsheet to a single sample size df, the run
time is less than 1 min.

These principles are illustrated in Fig. 1 which looks at
a hypothetical patient with an observed change in BMD of
0.060 g/cm2 for a facility with LSC 0.048 g/cm2. In this ex-
ample, the change is significant (SSR-p ! 0.05) if the preci-
sion study sample size is 100 df or larger, but not significant
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(SSR-p O 0.05) if the precision study sample size is 50 df or
smaller. Precision study sample size was varied from 10 df to
500 df, using 10,000 simulated LSC values to determine the
SSR-p for each monitored patient.

Study Populations

We evaluated our approach using a large ‘‘clinical monitor-
ing population’’ and ‘‘precision population.’’ These popula-
tions have been previously described in detail (5). Data from
the Manitoba Bone Density Program were used for the analyses
and the current report was approved by the facility’s Office for
Clinical Research. The Program provides all bone density ser-
vices to the population of Province of Manitoba, Canada (total
population 1,119,583 according to 2001 Statistics Canada cen-
sus data) (7). The Program maintains an electronic database of
all dual-energy X-ray absorptiometry (DXA) bone density tests
performed because DXA testing was first offered in 1990 (8).
We identified all individuals who had baseline and follow-up
BMD measurements on the same instrument between 1994
and 2002. We excluded cases where scanning was performed
on different instruments and those that did not report the lumbar
spine and the total hip BMD. This left 1420 scan-pairs for the
clinical monitoring population.

Replicate measurements of the spine and hip were ob-
tained from a convenience sample of female individuals
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Fig. 1. Sample calculations (100 simulation runs, df from
10 to 200) for a patient with an observed change in BMD of
0.060 g/cm2 and facility LSC of 0.048 g/cm2. If the LSC is
based on a precision assessment of only 10 df, then there is
uncertainty in the LSC estimate with most (75 of 100) simu-
lated LSC values falling below the observed patient change of
0.060 g/cm2 but still a substantial number (25 of 100) falling
above the observed patient change. It is not possible to con-
clude (with 95% confidence) that the patient’s BMD has
changed more than the LSC (SSR-p 5 25/100 5 0.250).
With 30 df, only 7 of 100 simulated LSC values exceed the
observed patient change (SSR-p 5 0.070) which would be
considered a statistically borderline result. With 200 df,
none of the simulated LSC values exceed the observed patient
change (SSR-p 5 0.000).
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referred for bone density testing who were agreeable to un-
dergo a repeat assessment, usually on a separate day (mean
interval between scans 6� 5 d) and by 2 different technolo-
gists. The RMS method was used to calculate the standard
deviation of the precision error (units of g/cm2). The 95%
confidence LSC was defined for each RMS precision error
by multiplying by 2.77. Absolute LSC (units of g/cm2) was
used for assessing significance in the absolute change
between 2 BMD measurements. The precision population
consisted of 198 spine scan-pairs and 193 hip scan-pairs.

BMD Measurements

The DXA scans in our densitometry clinics are performed
and analyzed in accordance with the manufacturer’s recom-
mendations. All densitometers underwent daily assessment
of stability using an anthropomorphic spine phantom and
each showed excellent long-term phantom stability (coeffi-
cient of variation ! 0.5%). A pencil-beam instrument (Lunar
DPX, GE Lunar, Madison, WI) was the primary instrument
used before 2000 and a fan-beam instrument (Lunar Prodigy,
GE Lunar, Madison, WI) was used after that date. Precision
error calculated separately for these scanner configurations
did not demonstrate any significant difference as assessed
by the F-ratio test, and therefore results were pooled.

Data Analysis

The performance of our approach was compared with that
of the current ICSD procedure in the clinical monitoring pop-
ulation. We simulated precision studies across a wide range of
sample size df (df 5 10e500). For each sample size, we de-
rived the smallest change in BMD required to indicate a sig-
nificant change using the new method (SSR-p ! 0.05). The
proportion of the clinical monitoring population having sig-
nificant change based on this BMD cutoff was then calcu-
lated. This proportion was then compared with the
proportion of subjects having change using the LSC point es-
timate based on the ICSD procedure. The smallest change in
BMD required to achieve significance in our method is al-
ways higher than LSC point estimate. Therefore, the differ-
ence between the 2 proportions reflects the number of
subjects with significant change according to the ICSD proce-
dure but not significant when precision study sample size
limitations are considered.

Results

The characteristics of the separate precision and clinical
monitoring populations are summarized in Table 1. BMD
change for the former was close to 0 whereas the latter
showed an average increase for both the lumbar spine and to-
tal hip. The lumbar spine LSC point estimate derived from the
198 spine-pairs was 0.048 g/cm2. When this cutoff was ap-
plied to the clinical monitoring population, 30.7% were found
to have absolute change in lumbar spine BMD that exceeded
this value. The total hip LSC point estimate from the 193 hip-
pairs was 0.026 g/cm2, and classified 40.1% of the clinical
monitoring population as showing significant change.
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Compared with the LSC point estimate derived from all
198 spine-pairs, individual simulated LSC values from 30
df showed inconsistent patient categorization in spine BMD
change (95% CI from 8.1% underestimation to 13.5% overes-
timation of the proportion of subjects with significant
change). For 100 df, these values were substantially smaller
(5.3% and 7.1%, respectively). The SSR-p showed a progres-
sive increase in the ability to identify BMD change using
larger precision study sample sizes (Table 2). A sample size
of 100 df was needed to give results within 5% of the refer-
ence value.

Fig. 2 illustrates how confidence in identifying change
from the SSR-p (confidence 5 100%� (1� SSR-p)) varies
as a function of precision study sample size and observed
change in BMD. Each precision study sample size defines
a confidence curve based on the observed change in BMD,
and with larger sample sizes, the curves fall upward and to
the left indicating a higher level of confidence for the same
observed change in BMD. With the largest sample size in
the figure (200 df), the curve approaches but does not quite
reach the case where the LSC point estimate is assumed to
be without error.

To further illustrate this procedure with an example, again
consider the case where the observed change in spine BMD
for a patient is 0.060 g/cm2 which would be considered a sig-
nificant change using the conventional LSC point estimate. Of
the 10,000 simulated spine LSCs generated using 30 df, 9350
were less than 0.060 g/cm2 for an empirically derived SSR-p
of 0.0635 which fails to achieve the criterion for significant
change but suggests a trend in that direction. For a precision
study sample size of 100, 9977 of the 10,000 simulated spine
LSCs were less than 0.060 g/cm2 for an empirically derived
SSR-p of 0.0023 which would be classified as significant
change. For 30 df, any observed change in spine BMD larger
than 0.062 g/cm2 would have an SSR-p below 0.05, whereas
for 100 df this value is 0.055 g/cm2 and for 10 df it is
0.077 g/cm2.

Table 1
Characteristics of the Precision Study and Clinical

Monitoring Populations

Characteristic Precision
Clinical

monitoring

Age at baseline (yr) 54� 10 56� 14
Female gender (%) 198 (100) 1220 (86)

Lumbar spine
n 198 1420
Baseline BMD (g/cm2) 1.085� 0.174 0.983� 0.178
Change (g/cm2) 0.001� 0.025 0.016� 0.050

Total hip
n 193 1420
Baseline BMD (g/cm2) 0.920� 0.133 0.812� 0.136
Change (g/cm2) �0.002� 0.013 0.007� 0.038
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Table 2
Proportion of the Clinical Monitoring Population Classified as Showing BMD Change Using the Reference LSC

(from the Precision Population Using the ISCD Method) or Where the Cutoff BMD was Defined Using
the SSR-p ! 0.05 for Precision Study Sample Sizes from 10 to 500 df

Sample size (df)

Lumbar spine Total hip

BMD cutoff
for change

(g/cm2)

Proportion with
change exceeding

cutoff (%)

Difference
from reference

method (%)

BMD cutoff
for change

(g/cm2)

Proportion with
change exceeding

cutoff (%)

Difference
from reference

method (%)

Reference LSC 0.048 30.7 d 0.026 40.1 d
10 0.076 12.4 �18.3 0.041 21.4 �18.7
20 0.065 17.2 �13.5 0.035 27.5 �12.6
30 0.061 19.2 �11.5 0.033 29.8 �10.3
40 0.058 20.7 �10.0 0.032 31.1 �9.0
50 0.057 22.5 �8.2 0.031 32.9 �7.3
75 0.055 24.9 �5.8 0.030 34.6 �5.5
100 0.054 25.6 �5.1 0.029 36.5 �3.7
125 0.053 26.5 �4.2 0.029 36.5 �3.7
150 0.053 26.5 �4.2 0.028 37.7 �2.4
175 0.052 27.3 �3.4 0.028 37.7 �2.4
200 0.052 27.3 �3.4 0.028 37.7 �2.4
300 0.051 28.1 �2.6 0.027 38.7 �1.4
400 0.051 28.1 �2.6 0.027 38.7 �1.4
500 0.050 28.9 �1.9 0.041 38.7 �1.4
Discussion

We have presented an empirical method for assessing
BMD change that extends the ISCD procedure by also consid-
ering the effect that the precision study sample size has on
confidence in classifying change. Smaller precision study
sample sizes classify significantly fewer individuals as show-
ing change when compared with larger sample sizes, reflect-
ing the reduced confidence in LSCs estimated from a smaller
population. With precision study sample sizes of approxi-
mately 100 df, the proposed method is within 5% of the
ISCD reference method. Larger sample sizes gave greater
confidence for a given observed change in patient BMD.

The proposed method is more conservative in terms of
classifying change than the ISCD procedure, especially for
smaller precision study sample sizes, because an observed
BMD change (DBMD) that is only slightly greater than the
LSC point estimate will be associated with a substantial num-
ber (more than 5%) of simulated LSC values that exceed
DBMD. Falsely identifying BMD change, especially a de-
crease, could be deleterious in patient care because it may
lead to initiation of treatment that is unnecessary, or to the in-
correct conclusion that a treatment has failed. Although fail-
ing to detect a decrease in BMD that is just outside of the
LSC limit is not inconsequential, the reality is that ongoing
BMD loss will be detected with additional follow-up mea-
surements.

Our approach is empirical and could be criticized for the
lack of a mathematically rigorous theoretical framework.
However, it is more complete than the current ISCD
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procedure which does not directly consider the effect of pre-
cision study sample size. More formal model-based methods
to estimate response rate in populations have been proposed,
but these cannot currently be used to determine if a particular
patient has an increase in BMD over a period of therapy (9).

A limitation of our method is the assumption that precision
errors are normally distributed, though this underlies the en-
tire LSC approach as advocated by others (1e3,10,11). One
group has reported that outlying residuals can give rise to sta-
tistically significant results for kurtosis and has proposed
a method for trimming outliers to better fit the Gaussian func-
tion (6). Patient weight or body mass index (BMI) have also
been reported to affect BMD precision (12), though we did
not find this to be the case in our precision population. Fi-
nally, we did not have access to treatment information on
our clinical monitoring population. Current recommendations
for assessing change in BMD do not distinguish treated from
untreated patients, because it is the absolute change in BMD
rather than the direction of change that is important.

We believe that the effect of precision study sample size on
classifying change in monitored patients is an important ele-
ment of the precision assessment that is neglected in current
recommendations. Sample sizes larger than 30 df are required
if low levels of categorization error are to be achieved when
using the ISCD procedure. There is always a trade-off be-
tween the desire for greater statistical power, feasibility, and
resource constraints. Although statistical confidence in a pre-
cision estimate increases with larger sample sizes, there are
practical limits to what can realistically be achieved.
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Approaches that consider the error in the LSC estimate, such
as the one presented here, may provide more robust determi-
nations of BMD change even when the precision study
sample size is limited.
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Appendix

The SSR-p is estimated using the following procedure.
Given an observed RMS precision error for sample size (df)
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Fig. 2. Effect of sample size (10e200 df) on confidence in
identifying change based on the observed absolute BMD
change during clinical patient monitoring. The dotted line
indicates the point estimate for the LSC. (A). Spine L1eL4
(observed LSC 0.048 g/cm2). (B). Total hip (observed LSC
0.026 g/cm2).
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n, denoted RMSObs,n, and observed patient change in BMD,
denoted DBMD:

(1) generate n independent and identically distributed random
values from a normal distribution defined by Normal(0,
RMSObs,n)

(2) compute RMS-SDsim;n5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð
P

X2
i =nÞ

p
(3) compute LSCsim;n52:77� RMSsim;n

(4) define the change function,

C
�
DBMD;LSCsim;n

�
5

�
1 if DBMD � LSCsim;n;
0 otherwise

�

(5) repeat (1)e(4) 10,000 times to generate 10,000 different
values for RMSsim,n and LSCsim,n, and the related change
function, C(DBMD,LSCsim,n) functions

(6) compute the sample size responsive p value as:
SSR-p5PrðLSCsim;nODBMDÞ

51� ð
P

CðDBMD;LSCsim;nÞÞ= 10; 000

For 95% confidence, a value for SSR-p� 0.05 is interpreted
as significant change in DBMD. The confidence levels for in-
terpreting the SSR-p and for generating the LSC are inher-
ently arbitrary, and can be modified to be either more
restrictive or more liberal in classifying change.
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