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Abstract—Distributed energy sources that are interfaced to
the grid using power electronic converters and are connected to
the medium and low voltage network, can potentially play an
important role in improving the electro-mechanical stability of
a grid. The bus frequency signal is the most convenient local
feedback signal that can be used for this purpose. The bus
voltage in a distribution system can be significantly distorted;
therefore the frequency measurements are noisy and require
heavy filtering. In this paper we propose the use of coherence
functions of measurements taken at multiple locations to design
the parameters (in non real-time) that result in very low phase
delay. The filter designed using this method is found to be resilient
to sudden spurious data (periodic spikes or glitches). The filtering
algorithm has been tested on the real-life distribution system
frequency measurements of the Indian grid.

Index terms—Wide Area Measurement System, Distributed
Damping Controller, Power System Stability

I. INTRODUCTION

Electro-mechanical stability can be improved by modu-
lation of the controllable devices in the system. Distributed
energy sources, including wind and solar systems [1], storage
devices, and controllable loads [2] can also be used for this
purpose. The control is facilitated by the power electronic
converters which interface these systems to the electrical grid.
The use of a large number of distributed controllers (deployed
at the medium and low voltage network) is advantageous
because they offer controllability of a larger number of electro-
mechanical modes, which are observable at various locations
in the network to different extents. This has motivated our
research in distributed damping controllers across the network.

Modulation of the drawn power in proportion to the fre-
quency deviation is a simple and robust strategy for introducing
damping into the network [2], [3]. The frequency signal is also
used for various control and protection applications like power-
frequency droop control and frequency based load shedding.
The bus voltage waveforms are significantly distorted due
to harmonics and noise at the distribution level. This may
make frequency based modulation control difficult [2], as the
signal-to-noise ratio (SNR) may be very low. Noisy frequency
measurements, if given to the damping controller can cause
unnecessary control activation and can even saturate the actu-
ators. A filter is required to remove noise and higher frequency
transients. The output of the filter should be non-responsive to
sudden/periodic spikes and glitches. While a simple low pass
filter can be used for the filtering, the need for heavy filtering

implies that there will be a significant phase shift in the output.
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Fig. 1: Correlation of the modes between measurements

In order to avoid the phase-delays, the filtering algorithm
should be able to “learn” and “identify” the characteristics
of both the noise and the signals of interest, and use this
information in a predictive fashion. Since noise tends to be
localized, it is possible to isolate it by comparing the signal
with the frequency signals at other locations. On the other
hand, the electro-mechanical modes are correlated across the
different measurements. Frequency measurements taken at
distant locations will show high correlation for the inter-area
swing modes as well as the common (centre-of-inertia) mode.
This is depicted in Fig. 1. It is feasible to obtain the time-
synchronized frequency measurements from various locations
through local and wide-area measurement systems [4], [5]. The
non-local frequency measurements are used only to obtain the
parameters of the filtering algorithm and are not used directly
in the filtering. The design of the parameters is not a real-time
function (adaptation of parameters can be done slowly). Thus,
the communication delays in obtaining the non-local signals
do not affect the filtering. A schematic block diagram of the
filtering algorithm is shown in Fig. 2.

Frequency estimation under the presence of harmonics has
been attempted using modified Prony method [6], least mean
square error [7] and other methods. The results show that
these methods also capture the fast system variations, which
reinstates the need for filtering. Note that in contrast to other
approaches like filtering using extended Kalman filter [8], this
approach is a measurement based model and therefore does not
require the entire system model for the filtering. The filtering
algorithm has been tested on ambient and ringdown waveforms
on the bus frequency measurements of the Indian grid. The
filtering is found to improve the SNR and track the frequency
measurements accurately without any delay in both ambient978-1-5386-6159-8/18/$31.00 c© 2018 IEEE
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Fig. 2: Schematic diagram of filtering process at ith location

and ringdown measurements.

The paper is organized as follows: The limitation of tradi-
tional filters and the understanding of the coherence function
is explained in Section II. An algorithm is designed to utilize
this filtering scheme, which is shown in Section III. A real-
time application in power system requiring such filtering and
a reduced-order computation for real-time applications are
explained in Section IV. The practical issues to be considered
for real-time applications and their remedies are discussed
in Section V. Section VI reports the case studies performed
on the frequency measurements on the Indian grid and the
conclusions are presented in Section VII.

II. MAGNITUDE SQUARED COHERENCE FUNCTION

For control applications, it is desired that the phase shift
introduced by the filter should be minimal (not more than a
few degrees) in the frequency range of interest. A traditional
low pass filter (a) will introduce a significant phase shift
in the desired frequency range and (b) desired stop-band
attenuation cannot be obtained with a lower order. The filtering
of noisy bus frequency measurements by using a simple low
pass filter is shown here. It is visible in Fig. 3a that the
low pass filter is responsive to sudden spikes (circled in red)
in the measurements. It can be seen in Fig. 3b that a first
order low pass filter with cut-off frequency around 3 Hz
introduces a time lag of ≈ 70 ms (phase lag of ≈ 25◦ at
1 Hz (swing frequency range), highlighted in red). While the
desired stop-band attenuation can be achieved using higher
order filters, the increased phase shift will be unsuitable for
control applications. Instead of simple low pass filtering, we
attempt to identify the correlated frequency components of
all the measurements and we allow these frequencies to pass
unchanged, while rejecting the uncorrelated components. This
does not introduce any phase shift in the filter passband. The
coherence function is now discussed.

Let us consider that the dynamical system is measured at
k locations, which are represented as y1, y2,...., yk. If the true
response of the system are yo1, yo2,.., yok, then

yi(t) = yoi(t) + ei(t) for i = 1, ..., k (1)

where ei(t) is the additive white Gaussian noise (measurement
error) at the ith sensor (yoi) at time t. The normalized
coherence function [9] between two outputs, say y1(t) and

(a) Filtering of ambient measurements

(b) Filtering of ringdown measurements

Fig. 3: Filtering of noisy frequency measurements using
simple low pass filter

y2(t), denoted by Cy1y2
(f) at frequency f is defined as

Cy1y2
(f) =

|Ry1y2
(f)|2

Ry1
(f)Ry2

(f)
(2)

where Ry1y2
(f) is the cross power-spectral density between

the signals y1(t) and y2(t). Ry1
(f) and Ry2

(f) are the indi-
vidual power spectral densities of y1(t) and y2(t) respectively,
where spectral power density represents the distribution of the
power into the frequency components of the signal.

From the spectral-power inequality [9], it can be inferred
that Cy1y2

(f) ∈ [0, 1]. It denotes the fraction of power
contributed by the correlated components between the outputs
at frequency f . The remaining fraction is contributed by
uncorrelated components (typically white noise). This implies
that higher the coherence function at a particular frequency,
lesser is the fraction of power contributed by noise.

A coherence function is defined to identify the correlated
frequency components at a particular measurement location.
The coherence function of a particular output is constructed
by checking its coherence with all other outputs. If a particular
frequency component is correlated and thus it appears in all
measurements, the coherence function should be high between
all pairs of measurements at that frequency. The coherence
function at location i, (Cyi

(f)) is calculated as given in (3).

Cyi
(f) =

k
∏

j=1

Cyiyj
(f) (3)

A threshold is set to identify the correlated frequency
components. An output yi is considered to be correlated at



a frequency f∗, if more fraction of power at that frequency
is correlated i,e, if Cyi

(f∗) ≥ 0.5. A logical filter Cdi(f) is
calculated from the coherence function as given in (4).

Cdi(f) =

{

1, if Cyi
(f) ≥ 0.5

0, otherwise
(4)

The frequency resolution (smallest distinguishable fre-
quency components) for estimation of the coherence function
is dependent on the number of data points that are considered
to calculate the power spectra of the measurements. If the
measurements are sampled at fs Hz and a frequency resolution
of fres Hz is desired, then, the coherence function needs to be
evaluated at n = ( fs

2fres
+1) points (including dc component).

This necessitates the computation of the two-sided Fourier
transform at r = (2n − 1) points, since the zero frequency
(dc component) appears only once. We shall now discuss the
coherence based filtering algorithm in application to a non-
linear system, namely the power system.

III. COHERENCE BASED FILTERING ALGORITHM

In multi-machine power systems, the inter-area modes
are observable across the entire network. Since these modes
are usually very poorly damped, the damping controllers are
designed to primarily improve the damping of these modes.
However, the local modes are usually not observable in wide-
area measurements and therefore, they are not expected to be
highly correlated between the wide-area measurements. If any
operator wishes to improve the damping of the local modes
as well as the inter-area modes, then the filtering strategy (as
explained in Fig. 4) can be used either by taking local (nearby)
measurements only or select the threshold appropriately such
that the local modes (less correlated than the inter-area modes)
appears in the passband. The different modes namely inter-
area modes, local modes and high frequency modes (typically
noise), and their correlation between different sets of measure-
ments across the system are shown in Fig. 1.

As the power system is essentially non-linear, the frequency
of these oscillations are not fixed, but are functions of the
equilibrium point. The coherence of the outputs are therefore
required to be computed with multiple data windows (past
measurements that are available in data archival of system op-
erators) to include the different operating points. The data win-
dows should include both ringdown and ambient conditions, to
identify the different frequency components of the system. The
coherence function is updated over several windows of data
and thereby, the coherent frequency components of the system
are identified. If the coherence function of the ith output over
all data windows (N data windows are taken here) be denoted
by Ci(f), then

Ci(f) =

∑N

r=1
Cr

yi
(f)

N
(5)

where Cr
yi
(f) is the coherence function of yi at frequency f

with rth data window. The logical coherence function of ith

output, denoted as Cdi(f) is constructed from Ci(f) using the
threshold logic given in (4). Cdi(f) determines the passband
of the Finite Impulse Response (FIR) filter at the ith output.
Once the coherence function is decided, the filtering can
be performed at individual locations in real-time using local

measurements only. A block diagram to determine the filter
parameters at a particular location is shown in Fig. 4a.
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Fig. 4: Block diagram of coherence based filter design and
real-time filtering

The temporal measurements are transformed into the fre-
quency domain. The correlated frequencies (identified from the
coherence function) are passed unchanged and the uncorrelated
frequencies are attenuated using the logical filter Cdi(f).
Since the filtering does not modify any components in the
passband, it does not add any phase shift (advantageous for
control applications). The modified frequency spectrum is
reconstructed to obtain the filtered time domain response. A
block diagram representation of the real-time filtering using
correlated frequency components is shown in Fig. 4b. It can
be seen that the wide-area measurements are required only
during the filter design phase (offline computation for the
determination of the filter parameters). A practical application
of this filtering scheme for grid operation is now discussed.

IV. REAL-TIME APPLICATIONS IN POWER SYSTEMS

Filtering of noisy frequency measurements are required
in real-time as well as in near real-time applications. We
discuss here power oscillation damping control (real-time) as
a potential application of this filtering scheme. Control and
protection applications like power swing damping controllers,
inertial controllers, frequency based load-shedding, rate-of-
change-of-frequency (ROCOF) relays etc require local bus
frequency and ROCOF measurements. These applications are
time-critical and cannot withstand any time delay. To avoid
time delay, these applications mostly use local measurements.
Due to lack of redundant measurements, noisy and spiky
frequency measurements for such applications can cause (i)



unwanted spikes at the controller outputs which can satu-
rate the actuators, (ii) cause unnecssary generation/loads trip
through df /dt relays. A typical block diagram of distributed
damping controller using controlled power injection devices
and local frequency measurement is shown in Fig. 5. Since the
distributed energy sources are expected to operate close to the
maximum power point (MPP), removal of spiky components
in the measurements can help it to operate closer to the MPP.
Faster variations in the real power injection (control input) can
be filtered using coherence based filter. The computation of
the filtering process can be reduced for real-time applications,
which is discussed next.
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Fig. 5: Distributed damping controller at ith location

For real-time control applications, the computations need
to be minimized so that it can be performed almost in-
stantaneously and the output can be given to the controller
with minimal time delay. Since Discrete Fourier Transforma-
tion (for a fixed sampling rate and for a fixed number of
samples in the data window) can be expressed as a linear
transformation, the entire filtering process can be reduced to
a linear transformation. The overall filtering can be expressed
in the form of a FIR filter, whose co-efficients are computed
from the coherence function of the measurements (offline
computations). The filtered samples can therefore be expressed
as linear combinations of the inputs as given in (6).

ỹ(t) = FHCFy(t) (6)

Here F ∈ Cr×r, C ∈ Rr×r where r represents the length
of the data window in terms of the samples. F denotes the
unitary Fourier transform operator and is given as F(p, q) =
1√
r
exp

(

−j 2πpq

r

)

and FH denotes the conjugate transpose of

F . C is the binary coherence filter, which is a diagonal matrix
of entries 0 and 1 given as:

C(j, j) =

{

1 if jth frequency component is correlated
0 else

(7)
Since the frequency interval is [− fs

2
,
fs
2
], thus C will have a

non-zero entry for a particular frequency (if correlated at that
frequency) and for its additive inverse also. It is to be noted that
once the correlated frequencies are identified for a particular
location, C is fixed and thus, FHCF = A is fixed. For a moving
window type application, the final sample only gets appended
to the earlier filtered measurements. In every data window, the
final sample only needs to be updated. The co-efficients of the
FIR filter will be the entries of the last row of A, corresponding

to the last sample of the filtered data window. Since AH = A,
A is real and therefore, the filter co-efficients are real and the
filter is practically realizable. For a data window of r samples,
the filtered sample at kth instant (ỹ[k]) is given in (8).

ỹ[k] =

r
∑

i=1

A(r, i)y[k − r + i] (8)

where y is the vector of raw measurements in the current data
window. This reduces the computations to 2r ≈ O(r) flops
(r additions and r multiplications). This reduced computation
can be performed in real-time using a DSP processor at the
sensor locations and can be given as input to the controller
with minimal filtering delay.

V. DISCUSSIONS

(1) The main requirement for the filtering algorithm is that
it should be non-responsive to sudden glitches and spikes (peri-
odic or aperiodic). Since the sudden spikes at an individual lo-
cation is expected to have poor correlation across the different
outputs, they are not tracked by the coherence filter. However,
if glitches appear in all the measurements and have good
correlation among them in the filter passband (coordinated
false data injection), the filter may fail to identify these
spurious components in the measurements.

(2) It has been observed that the filtering gives very
satisfactory results in near real-time applications (requiring
future data). For a finite length data window, the output data
seems to have some spurious oscillations at the beginning and
at the end of the window. Thus, for real-time applications,
the filter gives unsatisfactory outputs at the current instant.
The problem vanishes when the filtering is performed in near
real-time, with future measurements. A few second delay in
filtering can be tolerated for applications like state estimation
and modal estimation but it is not acceptable for control
and protection applications. This issue has been resolved by
extending the current data window with “approximate” future
measurements so that the current sample gets filtered properly.
The future samples are extrapolated from the current sample
with superposition of a zero mean Gaussian random noise of
pre-determined variance. It has been assumed that the system
output cannot change very much over a small time, which is
consistent with the frequency range of the system transients.
The extended samples are computed as given in (9).

yi[k + j] =
yi[k − 1] + yi[k]

2
+ ǫi[j] (9)

where j = 1, ..,m for m extrapolated samples, ǫi[j] represents
the jth sample of the zero mean Gaussian noise at location i.

(3) Once the coherence function is constructed, wide-
area measurements (from other locations) are not required
for the filter. The filter can be implemented in a dedicated
processor with real-time computation capability at the sensor
location. This makes the filtering scheme robust to loss of
communication and cyber attacks.

(4) The filter can be continuously tuned for better per-
formance. The coherence functions of each location can be
updated at a central control centre, using the measurements
of all locations. The filter parameters for each location can
be updated at regular pre-decided intervals using this scheme.



The updated filter co-efficients can be used to tune the digital
controllers regularly for better performance. An updated sys-
tem information will also help the controllers to operate better
under large disturbances which may even split the system
into islands. Inertial controllers are very useful to stabilize the
frequency transients in an islanded system (lower inertia).

(5) The real-time filtering can also be done by using
the non-local measurements. However, for large grids and
geographically dispersed sensors, there will be a delay associ-
ated with the communication network .The electro-mechanical
oscillations also may not be instantaneously correlated at far
locations but propagates with a time delay (similar to wave
propagation delay in transmission lines). This will reject the
observable disturbances at a single location and the controller
will not operate. Thus, it is advisable to use the local measure-
ments only for real-time applications. We shall now present
some practical illustrations of the filtering alogrithm on both
ambient and ringdown measurements on the distribution level
frequency measurements of the Indian grid.

VI. CASE STUDIES

Fig. 6: Magnitude squared coherence at different locations

The filtering scheme is tested on the bus frequency mea-
surements taken at different locations of the Indian power

grid. The measurements are obtained from the bus voltages at
distribution level using network time synchronized frequency
measurement devices (FMD), as proposed in [5]. The measure-
ments are sampled at 50 Hz, time synchronized and are stored
in a server at IIT Bombay. As the sampling frequency is 50 Hz,
the maximum allowable (Nyquist) frequency is 25 Hz. It is
therefore meaningful to evaluate the spectral power densities
upto 25 Hz. Three locations namely Mumbai (western region),
Kanpur (northern region) and Kharagpur (eastern region) are
selected for the calculation of coherence function, as the
availability of data is maximum for these locations. Since the
locations are geographically far, it is expected that the inter-
area modes will only appear to be correlated as the local modes
of each location are not expected to be seen elsewhere.

Fig. 7: Frequency deviations following ringdown event (Time
window: 7:21:52 PM - 7:22:22 PM on 12.03.2014)

The data window is taken to be of 100 s (5001 data sam-
ples) to achieve a frequency resolution of 0.01 Hz, as explained
earlier. Several windows of data are taken for these locations
and the coherence functions for each location (sensor) are
calculated as explained in Section III. The coherence functions
for the three locations along with the threshold are shown in
Fig. 6. It can be seen that the measurements have significantly
correlated components (filter passband) only at low frequencies



(upto about 2 Hz), which is consistent with the frequency
spectrum of the electro-mechanical transients.

Fig. 8: Frequency measurements in ambient condition (Time
window: 7:21:00 PM - 7:21:40 PM on 12.03.2014)

The bus frequency measurements are passed through a
washout filter as the distributed damping controllers require
the bus frequency deviations as input, as shown in Fig. 5. A
washout block with a time constant of 8 s is used so that it
does not interfere with the frequency range of interest (0.2 - 2
Hz). The bus frequency deviations at the different locations
following a ringdown (a large generation trip at Mundra
(western region) at 7:21:59 PM on 12.03.2014, as given
in [10]) is shown in Fig. 7. Use of local measurements only
for the filtering is beneficial as the waveforms inidicate that
the disturbance does not initiate instantaneously at all locations
but shows a non-zero propagation delay.

It can be seen that (i) the filtered waveform tracks the
original oscillations without any phase shift and (ii) slightly
improves the SNR of the measurements, since the SNR of the
measurements during ringdown is much higher than ambient
condition. The phase alignment of the filtered waveform is
very beneficial for the damping controllers, as no additional

phase compensation has to be provided. The effect of the
coherence based filter on ambient measurements is shown
in Fig. 8. It can be seen that the filter improves the SNR
significantly here and does not track sudden spikes in the raw
measurements (highlighted in red). Periodic spikes can lead
to the estimation of well damped spurious modes, thereby not
identifying the true modes of the system. Sudden spikes will
also cause surges in the real power output of the acutators,
thereby shifting them further away from the MPP.

VII. CONCLUSION

A filtering scheme for wide-area control and supervision
using identification of coherent frequency components between
multiple measurements is presented here. The filtering does not
introduce any significant phase (time) lag, thereby, making it
useful for control and protection applications. The practical
issues for real-time implementation are discussed here. A
reduced-computational approach for the filtering process has
been shown, which is very useful for time-critical applications.
Therefore, the filtering delay is negligible compared to the
time period of the electro-mechanical oscillations. The filtering
scheme is tested on the low voltage bus frequency measure-
ments of the Indian power grid and the results indicate that
the filter improves the SNR of the measurements, without
introducing any additional phase shift in both ambient and
ringdown conditions. The filter is robust to communication
loss and is independent of the system operating point, size
and topology.
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