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An Electromagnetic Interaction Modeling
Advisor

Joe LoVetri, Member, IEEE, George 1. Costache, Senior Member, IEEE

Abstract— A knowledge-based approach for the modeling of
electromagnetic interactions in a system is described. The pur-
pose is to determine any unwanted EM effects that could jeopar-
dize the safety and operation of the system. Modeling the
interactions in a system requires the examination of the com-
pounded and propagated effects of the electromagnetic fields. A
useful EM modeling approach is one that is incremental and
constraint based. The approach taken here subdivides the mod-
eling task into two parts: a) the definition of the related electro-
magnetic topology and b) the propagation of the electromag-
netic constraints. A prototype of some of the EM constraints
has been implemented in Quintus Prolog under NeWS on a Sun
workstation. User interaction is through a topology drawing
tool and a stack-based attribute interface similar to the Hyper-
Card™ interface of the Apple Macintosh computer.

1. INTRODUCTION

HE EFFECTS of electromagnetic interactions in electri-
cal systems are of concern because of the increased
pollution of the environment with electromagnetic emissions
and because of the increasing susceptibility of system compo-
nents. The term electrical system is used herein in the general
sense to include more than just networks consisting of elec-
tronic components. Systems containing biological and /or me-
chanical components of varying complexity are also included
when reference to the term electrical systems is made. The
problem is to model the electromagnetic interactions that take
place between components in a complex system. The process
of rendering these systems acceptably immune to the interac-
tions is called electromagnetic hardening and, once achieved,
the system is said to be electromagnetically hardened.
Traditionally, the formal approach to the control of elec-
tromagnetic effects has been through the use of official stan-
dards [1]-[3]. Inherent in this approach is the politics of
meeting standards, that is, when the producer’s effort goes
into meeting the standard only after the equipment has been
designed, the real purpose of the standard, that of producing
safe and compatible systems, may be lost. Often, little fore-
thought to possible EM problems is put into the design of the
equipment. When EM problems are found, it is not uncom-
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mon for an equipment manufacturer to spend more time
writing waivers than trying to solve the problems.

This is not the best approach to rendering systems electro-
magnetically safe and compatible. From an enforcement point
of view, standards are necessary; whether these standards are
the only criteria a producer should use to verify a system is
questionable. The purpose here is not to derive a foolproof
method of enforcing certain standards but to give equipment
producers (and other interested parties) a useful tool in the
form of a constraint based advisor to be used at the planning
stages in the design of a system in order to help make the
system electromagnetically reliable.

Theoretically, understanding the phenomena of electro-
magnetic interactions in electrical systems requires no more
complicated theory than that explicated by Maxwell in his
Treatise on Electricity and Magnetism. Of course the elab-
oration of this theory over the years has given insight into
mechanisms of electromagnetic interaction. Mechanisms of
interaction, associated with an electrical system, manifest a
complex called the electromagnetic system.

From a practical point of view, it is not at all obvious how
the electromagnetic integrity of systems can be assured even
for relatively small interaction problems (or what at first may
seem to be a small problem). Nonalgorithmic techniques are
used daily by engineers to solve electromagnetic problems in
electrical systems. The purpose here is to establish an appro-
priate symbolic description or knowledge representation of
the fundamental components in an electromagnetic interaction
problem as well as the strategies or heuristics used to reason
about these components. These strategies are derived from
well-known engineering principles and can be viewed as
constraints on the electromagnetic interaction problem.

To model it as such, it is essential to subdivided the
modeling task into several processes that operate in a dis-
tributed manner. The knowledge required in modeling elec-
tromagnetic systems include the electromagnetic topology of
the system and the electromagnetic attributes of each node in
the topology.

A prototype of some of the constraints used to model
electromagnetic interactions has been implemented in Quintus
Prolog™ on a Sun™ workstation [4]-[6]. The advisor,
HardSys, determines the emitter, susceptor, shielding effec-
tiveness and the likelihood of failure of an electromagneti-
cally affected system. HardSys is interfaced to a unique
topology input drawing tool, HardDraw, which runs under an
NRC interface implemented in the NeWS™ windowing en-
vironment. The implementation of HardSys and HardDraw is
also described.
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Fig. 1. Example electromagnetic topology decomposition of a system.
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Fig. 2. Equivalent interaction sequence diagram.

II. ELECTROMAGNETIC TOPOLOGY OF SYSTEMS

In order to model the electromagnetic system, it is first
necessary to understand and represent the relevant physical
attributes of the system. An example of a procedure for
accomplishing this has been described by Baum [7], [8],
Messier [9], [10] and Tesche [11]. In this procedure, an
electromagnetic system is decomposed into an electromag-
netic shielding topology and its dual graph or interaction
sequence diagram.

The electromagnetic topology consists of a description of
the electromagnetically distinct volumes and their associated
surfaces. The volumes define the electromagnetic compo-
nents involved in the interaction. The interaction sequence
diagram (technically a graph) keeps track of the interaction
paths throughout the system. The two procedures are not
independent of each other since the interaction sequence
diagram can be derived from a given electromagnetic topol-
ogy. Variations on the labeling of these graphs and topology
have been investigated by Noss [12]. Many labeling schemes
are possible, each having its own advantages and disadvan-
tages. Labeling will turn out to be unimportant as considered
herein since each volume and surface node will be labeled
with a physically meaningful name in the software implemen-
tation. The details of this theory will not be given here (see
Baum [7]), but a simple example, which will be used to
explain how the topological decompositions of systems will
be used, is given in Fig. 1.

In the topological decomposition of Fig. 1, an extension to
the standard theory of [7] has been made in that circuit
elements are also represented as a volume. The interaction
sequence diagram can be obtained as a graph with nodes or
vertices representing volumes and edges representing sur-
faces. The graph representing the topology of Fig. 1 is shown
in Fig. 2. Note the different node representation for field
nodes, circuit nodes, and interaction path nodes. Field nodes
and circuit nodes contain attributes specific to field and
circuit type quantities, respectively. This leaves a possibility
of four interaction path node types, which are summarized in
Fig. 3.

Paths between field nodes, which will be denoted ff paths,
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Fig. 4. Two topological representations of the same shielding imperfection.

take field quantities and attenuate them producing field quan-
tities on the other side. Paths between circuit nodes (cc
paths) attenuate circuit disturbances. The other two possible
combinations are fc paths and ¢f paths with corresponding
meanings.

Of course, this is not the only possible topological decom-
position of this physical system. Many other decompositions
are possible, and secme may in fact be more appropriate,
depending on which component and via which interaction
paths the greatest risk of failure manifests itself. These
considerations cannot be known a a priori unless previous
experience with similar electromagnetic components and
topologies is available.

As an example, consider the two topological decomposi-
tion of a conducting penetration shown in Fig. 4. A conduct-
ing penetration can render to nil the shielding effectiveness of
an enclosure in certain bandwidths. This is because field
energy can couple onto the conductor penetrating the shield
and then be radiated again on the other side. This is more
clear in the second topological decomposition.

Thus, a more detailed topological model may help to
understand an interaction path phenomenon. Later, it will be
shown how a complex graph can be collapsed into the
simpler representation with new composite attributes. The
imposition of specific attributes on the topology components
is discussed in the next section.

III. ELECTROMAGNETIC COMPONENT AND PATH
ATTRIBUTES

The next step in modeling the electromagnetic system is to
approximate the propagation of electromagnetic energy from
one volume node to another. Electromagnetic attributes are
introduced for each electromagnetic component in the topol-
ogy as well as for the interaction paths between the compo-
nents. These attributes constrain the propagation of the elec-
tromagnetic disturbances throughout the topology. These at-
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Fig. 5. Single electromagnetic interaction path.

tributes are implemented as a constraint network representing
the complete electromagnetic system. To describe this proce-
dure, it is sufficient to consider just one electromagnetic
interaction path, as is shown in Fig. 5.

The attributes are used to represent the electromagnetic
knowledge known about a system. It must be realized that
many representations of this knowledge are possible but that
the acceptable scheme is the one that achieves an acceptable
tradeoff between approximation and usefulness. A good elec-

tromagnetic representation will have the following character-
istics; it should

1) be easily derivable from available experimental/
numerical data

2) be in an amenable qualitative form (symbolic manipu-
lation)

3) yield useful quantitative /qualitative results and recom-
mendations

4) have the capability to handle exceptions

5) have variable levels of approximation (coarse to fine).

These characteristics are used to derive an appropriate ap-
proximation for the electromagnetic attributes. The form of
these attributes is now described.

A. Frequency or Time Domain

Most electromagnetic interaction phenomena are calcu-
lated, measured, and reported as quantified data in the fre-
quency domain. The reason for this is that most useful
engineering information about fields, susceptibilities, and
paths of interaction can be characterized best in the frequency
domain.

For example, the concept of frequency domain filtering
can be used to characterize almost all linear paths of interac-
tion. It is well known that an aperture in a shield acts as a
high-pass filter in the path of the electromagnetic fields (see
Schulz et al. [13]. Emissions from equipment are often
measured using receivers with specific bandwidths of recep-
tion over large ranges of frequency (see [3] and [14]).
Furthermore, susceptibilities of electronic components such
as microelectronic circuitry are also calculated in the fre-
quency domain [15]. Thus, all electromagnetic attributes
associated with nodes and edges are specified over quantized
frequency ranges. Each attribute does not need to be specified
over the same frequency ranges. A normalization procedure
is used to combine attributes specified over different fre-
quency ranges to a common global frequency range for the
problem.

B. Electromagnetic Disturbance Representation

Each component node in an electromagnetic topology may
have an electromagnetic disturbance associated with it. Field
quantities and circuit quantities will describe the electromag-
netic disturbance for field nodes and circuit nodes, respec-

243

[ extreme  if PD is > 84 dBmvm/Hz (>10 kV/m/Hz)
if Pis > 84 dBm/Hz (> 3.5 kV/Hz)
high if PDis 44 - 84 dBm/m%/Hz (.1-10 kV/m/Hz)
if P is 44-84 dBm/Hz (35 V/Hz - 3.5 kV/Hz)
medium  if PD is 4 - 44 dBnvm*/Hz (1 - 100 V/m/Hz)
if P is 4-44 dBm/Hz (350 mV/Hz - 35 V/Hz)
low if PD is -36 - 4 dBmy/m*/Hz (10 mV/m - 1 V/m/Hz)
if Pis -36-4 dBmyHz (3.5 mV/Hz - 350 mV/Hz)
very low  if PD is < -36 dBm/m?/Hz (< 10 mV/nyHz)
if P is < -36 dBm/Hz (< 3.5 mV/Hz)
nil --> no disturbance
unknown  (propagate as unknown throughout)

Fig. 6. Field-type power density and circuit-type power disturbance defini -

tions.

tively. Thus, an appropriate classification is to define power
density PD with units of [W/m? or dBW /m?] for field nodes
and power P with units of [W or dB] for circuit nodes. The
magnitude of a disturbance in a specific frequency range can
be specified as being one of several discrete values. The
specific ranges are shown in Fig. 6, where the bracketed
values represent the equivalent electric field for free-space far
fields and the voltage equivalent in a 50-Q circuit.

The specific range values shown in Fig. 6 are chosen
heuristically based on experience of electromagnetic distur-
bance levels and on the requirement for a useful number of
ranges. The values assigned to each quantized range are quite
arbitrary, but once these values are chosen, the creation of a
useful database of disturbances requires that these values
remain constant.

Now, it is clear from the theory of the Fourier transform
(see Korner [16]) that the frequency representation of a
unique time domain waveform requires not only the ampli-
tude information but the phase information as well. The
phase information can mean the difference between a coher-
ent wideband emission and an incoherent wideband emission
(see Mil-Std-462 [14] and Duff [17]). A coherent broadband
emission will produce a disturbance at the receiver that is
proportional to the receiver bandwidth whereas an incoherent
broadband emission will produce a disturbance at the receiver
that is proportional to the square root of the receiver band-
width. Thus, the importance of classifying an emission as
coherent or incoherent relates to how the emission interacts
with its path and, ultimately, with the susceptor. For exam-
ple, if a receiver or susceptor is sensitive to peak voltage
disturbances, then an emission that is coherent in the band-
width of the susceptor will produce twice the peak voltage as
that of an incoherent emission in the same bandwidth. Thus,
the representation of a disturbance will also contain a slot, or
location, for the specification of pertinent phase information.
This information may also vary over specific frequency
ranges.

As an example, the fields emitted by a lightning strike can
be simulated by the fields produced by a current pulse with a
pulse width of 50 us and a 10-to-90 percent rise time of 500
ns [17]. The average strike has a current amplitude of 30 kA.
At a distance of 100 m, the field disturbance may be approxi-



244

IEEE TRANSACTIONS ON ELECTROMAGNETIC COMPATIBILITY, VOL. 33, NO. 3, AUGUST 1991

Disturbance Type: Lightning Emission (100 m distance)

Impedance: [Plane Wave]

Magnitude: f < 10 kHz ---> medium

100 < f < 400 kHz ---> low

400 kHz < f < 1 GHz --->very-low
1GHz < f ---> nil

Phase: [Coherent]

Fig. 7.

Frequency

Total
Ambient

Example ambient field representation stored in the database.
Normalization
and Field for

Ambient Field X
Impedance: [description list];
Magniwude: [embedded list over freq. range] ;
Phase: [embedded list over freq.range];
Parallel Addition Node

Ambient Field Y
Impedance: description; v
Magnitude: [embedded list over freq. range]; 1

hase: [embedded list over freq.range]; (component node)

Fig. 8. Ambient field attributes for a typical volume node.

mated by a 50-kV/m double exponential waveform, which,
in the frequency domain, is stored in the database as shown
in Fig. 7.

Each volume node in a topology may contain many distur-
bance representations derived for all the sources present in
that volume. The individual disturbance attributes for all the
sources associated with a volume node are frequency range
normalized and added in parallel to determine the total
disturbance for the node, as in Fig. 8. Since these procedures
are independent of the type of node (circuit or field), the
disturbance for the node (either P or PD) will be denoted as
ambient field (AF) to simplify discussion.

The total ambient field produced at a node (say V) due to
the individual ambient fields imposed in that node volume
needs to be determined in an appropriate manner so that one
consistent representation can be propagated throughout a
system topology. It is assumed for the moment that the total
nodal ambient field AF, is required over a specific global
frequency range set F, given by the N frequency ranges

Fg:((fg()’fgl)’(fgl’fg2)7
(et Se)s (fenors fen))- (1)

If a specific ambient field AF, is stored over a specific
frequency range set F, of say M frequency ranges, then

F, = ((fxo’fxl)’ (fxl’fx2)’ e (ijfn»ij),
: (fo~1’fo))’
a)s(afa), o (afy),
o @femon)s (@fem)) - (3)
Each of the af;’s is one of the quantized amplitude levels
described previously. Now, before AF, can be summed into

the total ambient field AF,, it must be normalized to the
global frequency range F, and can be written as AF,,

@)
AF, = ((a

Frequency Normalization Algorithm

Loop I: over the Fg ranges ( fgj-l- fgl),j=1, «N;
set afyy; to unknown;
Loop 2: over the Fy ranges ( f4;.1, fyp), i=1, ... M;
If fy; <fgj1 then end loop 2;
If f5;.1 2 f then end loop 2;
set afyy; to worseAF (afyp;, afy;);

continue Loop 2;
continue Loop I;

Fig. 9. Frequency normalization algorithm.

Parallel Addition Algorithm:

Loop 1: over the AFJ- ambient field sets, j =1, ... k;
set AVan to frequency normalize AFj

continue Loop 1,

Loop 2: over the Fg ranges ( fgi»lv fgl), i=1,..N;

set afr; to unknown;

Loop 3: over the AFj; ambient field sets, j =1, ... k;
if afjp; = unknown then set unknown flag;
set af; to worseAF (afy, afjpy);

continue Loop 3;

continue Loop 2.

Fig. 10. Parallel addition algorithm.

where
AF,, =

xn ((ﬂ xnl)’(afxra)"“ (afxnj)’

((l an—l)’ (a X"N))' (4)
This frequency normalization is performed by the algorithm
given in Fig. 9.

The function worseAF(af, af,) returns the higher value
ambient field but returns unknown if and only if both af; and
af, are unknown. For example

® worseAF(unknown, very low) returns very low
® worseAF(unknown, unknown) returns unknown
® worseAF(high, low) returns high.

Thus, the effect of frequency normalization is to take, for
each normalized ambient field value in a global frequency
range, the worst ambient field value from the set of specific
ambient field values whose frequency ranges overlap the
global frequency range. Obviously, the choice of global
frequency ranges will have an effect on the ambient field
value, which is ultimately propagated throughout the system
topology.

When multiple specific ambient fields are specified for a
volume node, a procedure called parallel addition, which is
given in Fig. 10, is performed. Given k normalized ambient
field representations for a node, say AF,,, AF,,, - AF;,,
<+ AF,_,,, AF,,, each consists of a set of N ambient
field values. The total ambient field AF, can now be deter-
mined as the worst-case ambient field value in each global
frequency range.

C. Component Susceptibility Representation and
Approximation

Each volume node in an electromagnetic topology may
also have a system susceptibility (SS) associated with it. The
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verylow  if SS is > 84 dBm/m%Hz or dBrvHz
low if S is 44 - 84 dBmym%/Hz or dBmVHz
medium  if S is 4 - 44 dBm/m*/Hz or dBm/Hz
high if SS is -36 - 4 dBm/m*/Hz or dBm/Hz
extreme if SSis<-36 dBm/mg/Hz or dBm/Hz
nil --> not susceptible
unknown  propagate as unknown throughont
Fig. 11.  System susceptibility deﬁnitionsin B
System Susceptibility: CMOS Integrated Circuit
Level: f<200MHz ---> high
200 MHz < f < 10 GHz ---> medium
10GHz < f ---> nil
Type:  [peak sensitive]
Effect: [upset] ‘l

Fig. 12. Example system susceptibility representation.

system susceptibility is inversely related to the level of
disturbance that will cause either upset or permanent damage
to the susceptible component, that is, if the disturbance level
that will cause upset or damage to a component is low, the
defined susceptibility of that component will be high.

There are many ways to define the susceptibility of an
electromagnetic component. For instance, many logic circuits
will be upset by peak voltage disturbances at their input
terminals [18]. These disturbances must fall within the band-
width of the logic device in order for an effect to be seen. In
the case of analog circuits, definition of a precise disturbance
level where upset occurs is not as simple as for logic-type
circuits. For these types of circuits, damage level may be
easier to define. Damage and upset levels of many integrated
circuit technologies (both logic and analog) have been tabu-
lated in [15].

It is clear that the susceptibility of an electromagnetic
component can only have meaning when defined in the
context of the disturbing source. Therefore, in order to
achieve compatibility and allow direct comparison with the
ambient field representation, the system susceptibility is rep-
resented in the frequency domain as quantized (40 dB levels),
which is similar to that of the ambient field. The quantization
levels are shown in Fig. 11, where the types of units are
dictated by the type of node being characterized.

Along with this level representation, information about the
type of sensitivity and the effect of failure (i.e., upset or
damage) can be given for each frequency range. As an
example, the SS of CMOS integrated circuits may be speci-
fied as shown in Fig. 12.

Volume nodes may contain many system susceptibility
characterizations. For example, the volume node represent-
ing a circuit board may be characterized by specifying sus-
ceptibilities for CMOS, TTL, and line driver integrated
circuits. These specific SS values are stored in a database and
can be retrieved by the user to characterize each node in a
topology. Once the specific system susceptibilities of a vol-
ume node have been defined, the frequency normalization
and parallel addition routines, which are similar to those used

excellent  if SE> 100 dB
good if 80 < SE < 100 dB
fair if 60 < SE < 80 dB
notgood  if 40 <SE <60dB
poor if SE < 40dB
nil --> no shielding
unknown  propagate as unknown throughout
Fig. 13. Shielding effectiveness definitions.
Total SE
Volume N oh::me
Node
e
Fig. 14. Interaction path composed of many parallel paths.
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Fig. 15.

in the ambient field case, can be used. The difference will be
that the function worseAF(af,, af,) will be replaced by the
function worseSS(SS,, SS,).

D. Interaction Path Shielding Effectiveness
Representation

The shielding effectiveness (SE) is a representation of the
path characteristics between two component nodes and is
used to determine the amount of attenuation the ambient field
will encounter when crossing an interaction path. The SE is
also given over discrete frequency ranges in order that its
representation be compatible with that of the ambient field
and the system susceptibility. The question of units for this
quantity depends on the two component nodes, which it
connects. For example, the SE between a circuit node and a
field node will require units appropriate to the task of con-
verting the ambient field from one node to the units of the
other. As in the ambient field and system susceptibility
representations, the SE is defined with discrete qualitative
levels shown in Fig. 13.

Each interaction path may be made up of a number of
different parallel paths between volume nodes. Each of these
parallel paths is given an SE characterization, and these
characterizations are again frequency normalized and added
in parallel via algorithms similar to the ambient field and
system susceptibility algorithms. The topological and graphi-
cal representations of these interaction paths can be summa-
rized as shown in Fig. 14.

As an example of multiple parallel paths between two field
nodes in a topology, consider the exterior and interior vol-
umes of the shielded enclosure shown in Fig. 15. Each shield
imperfection may be characterized as one parallel path in the
total interaction path.

For example, the shielding effectiveness for apertures in
thin conducting shields having lengths of 0.5 and 0.1 m and
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Fig. 16. Shielding effectiveness of apertures.

Level:

Shielding Effectiveness: aperture: L =.1; W = .01; (Vitek)

f < 500 kHz ---> excellent

500 kHz < f <2 MHz ---> good

2 MHz < f < 6 MHz ---> fair

6 MHz < f < 12 MHz ---> not-good
12 MHz < f < 300 MHz ---> poor
300 MHz < f ---> nil

Fig. 17.

widths of 0.1 and 0.01 m, respectively, are shown in Fig. 16.
The solid line is calculated from the mathematical model
given by Ott [18], whereas the broken line is calculated from
a measurements model given by Vitek [19]. It is apparent
from the figures and from the coarseness of the required
approximations that either of these models can be used to
derive SE values to characterize the interaction path. Thus,
the simpler model should be used as a first approximation. If
the aperture happens to be on a critical path (to be described
later), a more accurate model should be used.

The shielding effectiveness of the second aperture is stored
in the database, as is shown in Fig. 17. This attribute would
characterize one of the multiple parallel paths making up the
total interaction path between the two field nodes.

Similarly, simple models for each type of possible imper-
fection for a conducting shield are available in the literature
and in manufacturer’s specifications. It is not the intent here
to accumulate the required models that would exist in the
database of the advisor but to show the types of models that
are appropriate and available.

Circuit-circuit path nodes are used to model any interaction
between circuit nodes. For example, most power-line entries
into an equipment enclosure that are electrically filtered,
ribbon cable connectors on a circuit board, and data transmis-
sion cables between circuits may also be modeled in this
way. In effect, any electrical circuit connection can be mod-
eled by a cc node. The level of modeling detail required for
the system will dictate the definition and introduction of cc
nodes into the topology.

Field-circuit nodes are used to define the coupling of fields
to circuit nodes. For example, the coupling of far fields to
printed wiring boards (PWB’s) may be approximated by the
maximum effective aperture A,, for a half-wave dipole
where the received power P is calculated from the incident

Example system susceptibility representation.

power density P, as

P=4,,P,[W], A, =0.13¥N[m?] (5)

where A is the wavelength (in meters) of the incident radia-
tion. This has been found to be a good approximation for
frequencies ranging from 100 MHz to 10 GHz [15]. For
lower frequencies, an A,,, = 1 is an appropriate worst-case
approximation.

The circuit-field nodes are used to represent the emission
of fields from circuit nodes. For example, currents existing
on a PWB will radiate electromagnetic energy. Some estima-
tions for the level of these emissions are derived from
approximating the sources as loop and dipole radiators [18].
More accurate models are obtainable for emissions from
circuit boards (see for instance Raut [20]), but a coarse
worst-case model may be sufficient as a first approximation.
In addition, actual measurement data may be used for specific
PWB’s. A complete database of emission data for specific
PWB’s, which would be fine tuned as better models or
experimental data become available, may be kept.

V. UsING CONSTRAINTS TO CHARACTERIZE EMI

The language of constraints was described by Sussman and
Steele [21] as a method of deriving useful consequences by
propagating conditions through a constraint network. A for-
mal overview of constraint networks as applied to picture
processing has been presented by Montanari [22]. Presently,
constraints are used to define an electromagnetic interaction
problem. The likelihood of a component node failing is also
defined via the propagation of imposed conditions in the
topology through appropriate constraints.

Definition of the electromagnetic topology for a problem is
accomplished by defining the discrete electromagnetic com-
ponents (i.e., each node) with a suitable name. For example,
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in a Prolog type syntax [23], the statements

node(external . vol).

node(power distribution).
surface(external _vol, computer).
surface(external _vol, power supply).
surface (computer, power distribution).
surface(cpu, power distribution).
surface(power supply, power cord).

would declare the existence of six nodes and nine surfaces in
the current topology. These 15 statements define a small
electromagnetic topology (or graph). A surface declaration is
said to constrain two components into sharing a surface.
Similarly, the statement

global _frequency(frequency _range _x).

will constrain the global frequency variable to the frequency
ranges defined in frequency_range_x, which is stored in the
database as a list of discrete frequency ranges. It should be
noted that the number of discrete frequency ranges defined
will affect the speed of computation for the ‘1) frequency
normalization, 2) parallel addition, 3) worst-case shielding
path determination, and 4) risk of failure operations. Thus, a
coarse global frequency range set is preferred during prelimi-
nary investigations.

Once the electromagnetic topology has been defined, the
specific electromagnetic attributes can be distributed over the
topology. For example, the statement

disturbance(node(external _vol), [[standard, NEMP], [stan-
dard, LEMP], [cw, HF])).

will constrain the external_vol node to have disturbances
associated with the list of disturbances contained in the list.
All three of these disturbances exist in the database in the
form described previously. Entering these constraints would
trigger the frequency normalization and parallel addition
algorithms, producing a total disturbance for this node. Nodes
not instantiated with specific attributes are taken to be un-
known over all global frequency ranges. The statements
Susceptibility(node(cpu), [[digital, TTL], [digital, CMOS],
[analog, line_driver]]).
susceptibility(node(power supply),
[[analog, volt_regulator], [digital, comparator}).

constrain the two specified nodes to have total susceptibilities
derived from the susceptibilities of the listed components,
while the statements
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node(computer). node(cpu).
node(power code). node(power supply).
surface(external _vol, power cord).
surface(computer, cpu).

surface(computer, power supply).
surface(power distribution, power supply).

constrain the shielding effectiveness of particular interaction
paths in the topology.

Information regarding the interaction between any two
nodes in the topology is explicitly derived by determining the
worst-case shielding path between all susceptible nodes to all
emitting nodes. A search for the worst-case shielding path
from each susceptible node to all other emitting nodes is
performed using Dijkstra’s algorithm [24]-{26] and using the
distances shown in Fig. 18 for each heuritic shielding level.

For example, the worst-case shielding path to the two
emitting nodes is highlighted in Fig. 19. The total shielding
for the two interaction paths is represented as

total shielding(path(v1, v4), [ . . . [not-good} . . . ]).
total _shielding(path(v1, v5), [ . .. [good]. . .]).

where the second argument of total _shield is an imbedded list
of the shielding effectiveness for each frequency range. No-
tice that although the total SE variable for path(v1, v5) adds
up to 2.5 (corresponding to slightly above the good level),
the value of good is displayed for the total shielding. Inter-
nally, though, the value of 2.5 is maintained for the total SE
variable.

During the search, the individual surfaces on the path are
sorted from poorest total shielding to the best total shielding.
In this way, the surface, which is the determining factor in
the total shielding of the path, is ascertained. In effect, the
determination of a total shielding between two nonneighbor
nodes is the same as imposing a surface between these two
nodes, which is similar to the slices concept in [21].

The likelihood of failure can be determined at the suscepti-
ble nodes by a heuristic method of propagating the electro-
magnetic disturbance from an emitting node to a susceptible
node through the worst-case shielding path and then compar-
ing the propagated ambient field with the susceptibility of the
node. The specific disturbance and susceptibility levels at a
node are assigned discrete AF and SS numerical values, as in
Fig. 20.

shielding(surface(external _vol, computer), [[shield, wire-mesh-gasket],

[shield, honey-comb-cooling-vent]]).

shielding(surface(external _vol, power cord), [[coupling, short-cable])).
shielding(surface(external _vol, power supply), [[shield, wire-mesh-gasket]]).
shielding(surface(computer, cpu), [[coupling, pcb, 30 cm x 30 cm])).
shielding(surface(computer, power distribution), [[coupling, short-ribbon-cable]}).
shielding(surface(computer, power supply), [[shield, aluminum]]).
shielding(surface(cpu, power distribution), [[filter, nil]}).

shielding(surface(power distribution, power supply), [[filter, feed-thru caps]]).
shielding(surface(power supply, power cord), [[filter, EMI-461]]).
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excellent SE =30

good SE=20

fair SE=1.5

notgood SE=10

poor SE=0.5

nil SE = 0.0 --> no shielding, and
unknown  propagate as unknown throughout

Fig. 18. Definition of SE variable.

excellent, SE = 3.0

V4, emitting node

susceptible fair, SE= 1.5
node
excellent,

() Vs, emitting node
SE=3.0

fair, SE=1.5

Fig. 19. Example worst-case shielding path for a specific frequency.

extreme AF=5;8S=1

high AF=4,85=2

medium AF=3;88=3

low AF=2,85=4

very low AF=1;88=5

nil AF = -2 --> no disturbance

SS =8 -->not susceptible

unknown  (propagate as unknown throughout)

Fig. 20. Ambient field and system susceptibility discrete levels.
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Fig. 21. High ambient field approximation propagated through good SE.

The propagated ambient field (PAF) is determined by
subtracting the total shielding effectiveness of the path tra-
versed (i.e., the SE value) from the AF value, that is

PAF = TAF — TSE

where TAF is the total ambient field emitted by a node, and
TSE is the total shield effectiveness of a path. Now, since
non-integer values of SE exist (for example, a shielding
effectiveness of fair < SE = 1.5), it is not always the case
that the ambient field drops a level after passing through a
shielded path.

Setting an ambient field attribute to a certain level implies
that there is an equal probability for the amplitude being any
value in the range of amplitudes in the level. For example, if
in the frequency range 1-10 MHz a level of high is specified,
then this approximates the disturbance with equal probability
over a 40-dB ambient field range, as is shown in Fig. 21. If
this level is propagated across a poor shield, the resulting AF
probability distribution would lie somewhere between the
high level and the medium AF level, as is shown in Fig. 21,
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extreme if FI 1.5

high if0.5<FI<15

marginal  if-0.5 <FI<0.5

low if-1.5<FI<-0.5

very low if -2.5<FI<-1.5

nil FI < -2.5 or associated with a
non-susceptible nodes

unknown  if either susceptibility or disturbance
are unknown

Fig. 22. Likelihood of failure discrete levels.

which, as a worst case, would be reported as high. Thus, a
good shielding effectiveness would reduce the high AF by at
least 80 dB, producing a low propagated AF.

Once the propagated ambient field from all other emitting
nodes in the topology has been determined for a susceptible
node, they are added in parallel using the parallel addition
algorithm. In doing this, a trace of the highest PAF to lowest
PAF is kept for each frequency range in the global frequency
range.

The likelihood of failure is reported as being one of the
discrete values shown in Fig. 22 for each global frequency
range. The discrete level assigned to a frequency range is
dependent on a failure index variable denoted FI. This is
calculated for a susceptible node by subtracting the total
system susceptibility of the node from the total propagated
ambient field from all other emitting nodes in the electronic
topology

FI = PAF - SS.

(7)

If the likelihood of failure of any susceptor is too great,
parameters in one or all the three constraining factors must
then be modified at one or more locations in the topology in
order to reduce the likelihood of failure, that is, the electro-
magnetic disturbance located at a node may be reduced (if
one has control of the emitter), the susceptibility of the
receptor may need to be decreased, and/or the shielding
effectiveness of specific surfaces may be increased. There
will usually exist more than one way to reduce the likelihood
of failure at a specific susceptor, where each has its own
advantages and disadvantages. This is where the traces that
were developed for the worst PAF will help. In addition, for
the worst PAF, the critical path is stored with a trace of
lowest to highest SE, thus giving the most probable surface to
enhance in the topology.

Visually, it is convenient to refer to Fig. 23 to understand
how the likelihood of failure is determined. Notice how the
calculated FI is not uniquely determined by the reported PAF
system susceptibility. For example, a PAF reported as very
low may be stored numerically as from —1.5 to 1.0 and
produce from nil to marginal likelihood of failure for an
extreme susceptibility. This example is highlighted in Fig.
23.

This procedure for determining the likelihood of failure is
justified heuristically by an understanding of what each FI
level represents. Recall that the disturbance levels (here
referred to as ambient field levels) as well as the susceptibil-
ity levels are defined to correspond to the same power levels.
Thus, the ambient field ranges can be plotted on a graph of
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Fig. 23. Likelihood of failure chart.
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Fig. 24. Overlap of PAF ranges with SS ranges to determine FI.

the susceptibility levels, as is shown in Fig. 24, where the
likelihood of failure results for a system susceptibility of
medium are shown across the top of the figure.

Note that on the plot, there are two ambient field ranges
for each level shown in the propagated ambient field key at
the right of the figure. This is again due to the 20-dB
discretization of the shielding effectiveness data. For the case
where there is an overlap between the PAF distribution and
the SS distribution, the likelihood of failure is said to be high
or marginal (high if the PAF distribution overlaps above the
SS distribution). When the PAF distribution lies totally above
the SS distribution, the likelihood of failure is then said to be
high or extreme, depending on how much higher the distribu-
tion lies. Alternatively, the likelihood of failure is determined
as low, very low, or nil, depending on how much lower the
PAF distribution is than the SS distribution.

VI. GROUPING OF ELECTROMAGNETIC COMPONENT
NobpEs

Given a graph G for which the edge set E can be
partitioned into two nonempty subsets, say E, and E,, such
that the subgraphs generated from these subsets, that is
G[ E,] and G[ E,], have just a node » in common, then » is
called a cut node [26]. As an example, nodes v, , ¥4, and »;
in Fig. 25 are cut nodes.

A set of nodes forms a valid grouping if it is equal to a
node set of one of the subgraph partitions generated by a cut
node. The valid grouping includes the cut node, and the
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Fig. 25. Cut node and cut edge examples.
v es €2 v4 (grouped)
€6
€1 (3
Vi €4

Vs
Fig. 26. Grouped vertex example.
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Fig. 27. Example of grouping a subgraph in a cut node.

group is represented in the graph by a grouped node in place
of the cut node. For example, in Fig. 26 nodes vs, v, v,
and cut node of », of Fig. 25 form a valid grouping and are
represented by grouped node v;.

Similarly, nodes »,, »,, and »,, could also have been
grouped into node »;. Thus, there are usually many options
for grouping in a graph. The process of grouping is used to
reduce the search space in the worst-case shielding path
algorithm. The subgraph containing nodes that are not ex-
pected to change may be grouped as a valid grouping. This
results in the removal of the grouped nodes from the search
space of the minimum path algorithm.

In order that a grouped node accurately represents the
subgraph from which it was formed, it must derive its
attributes from the subgraph attributes. This is accomplished
by determining the single source minimal spanning tree for
the subgraph, in terms of shielding effectiveness, with the cut
node as the root node. The susceptibility as well as the
ambient field attributes of each node in the subgraph are then
propagated to the root node and added in parallel along with
the self attributes of the cut node to form a new grouped
system susceptibility and ambient field for the grouped node.
This is accomplished by subtracting the total SE for the
worst-case shield path to the root node from the total SS
value of the node being grouped. For example, Fig. 27
shows a subgraph to be grouped into the cut node v, as well
as attributes for the individual nodes for a specific global
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frequency range (note V; has no AF, whereas V, has neither
SS nor AF). The SE of the individual paths is shown on the
subgraph, and the worst-case shielding path is highlighted.

After grouping, node V, is left with a grouped system
susceptibility of medium and a grouped ambient field of high.
Thus, even if attributes of nodes in other parts of the graph
change or even if the topology of the rest of the graph
changes, the minimal spanning tree search for this particular
subgraph does not need to be repeated. Similarly, if attributes
or the topology of the grouped nodes change, the minimal
spanning tree of the rest of the graph (assuming that the cut
node is still a valid cut node) will not change. Note that
although the minimal spanning trees of either graph compo-
nents (i.e., the grouped node component or the rest of the
graph component) may not change, the likelihood of failures
of the individual nedes therein may change.

In order that information is not lost about which node
might be failing when the likelihood of failure of a grouped
node is calculated, a trace is kept of the node in the group
contributing the most to the group node susceptibility at-
tribute. Thus, if the likelihood of failure is determined to be
high in a certain frequency range, the trace of the susceptibil-
ity attribute will then list, in order from worst SS to best SS,
the nodes contributing to the grouped SS. Similarly, a record
of the worst propagated ambient fields is kept in the form of a
trace.

As an example, for the grouped nodes of Fig. 27, the trace
of the grouped SS attributed would be represented as the list
Vi, Vs, V|, V,, V, ], whereas the grouped AF trace would be
held as [V,,V,, Vs, V,,V,;]. From these traces, one can
immediately determine which nodes’ SS to increase or which
nodes’ AF to decrease if an interaction problem exists within
the grouped node.

VII. IMPLEMENTATION

The heuristic techniques and procedures described herein
have been implemented in the form of an electromagnetic
interaction advisor on a Sun Microsystem SPARCstation 1™
[51, [6]. The implementation consists of two main parts; a
smart topology drawing tool referred to as HardDraw and an
electromagnetic interactions expert system referred to as
HardSys.

The purpose of HardDraw is to give the user of the
software an easy way to input the electromagnetic topology
of systems. The smart topology drawing tool is implemented
on top of four existing development tools. These are:
NeWS™ [27], [28], GoodNeWS [29], HyperNeWS [30],
and Quintus Prolog™ [31]. The multiple stack interface of
HardDraw runs under HyperNeWS /GoodNeWS, which runs
under the Sun Microsystems Network Windowing System
(NeWsS™),

Once the electromagnetic topology has been entered and
the volume/surface node attributes have been defined, rea-
soning about the possible interactions therein is performed by
HardSys, which is an expert system written in Prolog [31].
An object-oriented knowledge representation approach is
taken based on that of Stabler [32]. A predicate was added
for modifying an object’s methods. The electromagnetic

component nodes and surfaces are implemented as objects
with methods describing the attributes associated with each.
Any name can be used to label an object; the object is then
referenced using node(name) as the object name. When a
node is created, it is created with many methods for storing
the attributes or constraints that will be imposed.

VIII. CoNcLUSIONS AND FUTURE PLANS FOR THE
EMI ADVISOR

Work on the electromagnetic interactions advisor is ongo-
ing in order to bring it to the level of a usable commercial
software tool. the future plans in this development can be
described as falling under the following three categories:

1) Knowledge representation and search technique en-
hancements

2) user interface enhancements

3) knowledge acquisitions and validation.

The representations of the electromagnetic quantities such
as disturbance level and shielding effectiveness are currently
being modified to fuzzy representations using trapezoidal
membership functions [33]. The search technique used thus
far is theoretically the most efficient [25] although implemen-
tation techniques to improve efficiency can be applied. For
example, automatic grouping of nodes by the advisor is a
possibility to be examined. Changes in the knowledge repre-
sentation may also yield better search times.

Currently, the advisor works in the analysis mode, that is,
the physical topology along with the associated node at-
tributes are first entered, and the system then determines if
any interaction problems exist. In the design mode, the
advisor would be given some global constraints to satisfy,
and it would be free to choose or design the system within
these constraints. For example, a global constraint may be a
weight and cost limit. The system would then choose sub-
components from a database with each having unique cost
and weight attributes as well as system susceptibilities and
electromagnetic emissions. Shielding components may also
be chosen in a similar way. Of course, in such a process,
more than one solution would exist; thus, heuristic guided
design would be appropriate.

Knowledge acquisition is the problem of how to acquire
accurate EMI data from the many sources and how to catego-
rize it so that it can be presented to the user in a logical and
efficient manner. Validation of the knowledge base, once
created, requires the use of the advisor in the design of real
systems.
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